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We construct a CO-algebraic formulation of the dynamics of a pair of mutually interacting quantum-mechanical 
systems S and S, the former being finite and the latter infinite. Our basic assumpti2ns are that: (i) S, when iso­
lated, satisfies the Dubin-Sewell dynamical axioms;Jii) th~ coupling between S and S is energetically bounded 
and spatially localized; and (iii) the initial states of Sand S are mutually uncorrelated, with S in an arbitrary 
normal state and S in a Gibbs state. Our formulation leads to a rigorous theory of (a) the dynamics of a finite 
open system, i~., of a finite system (8,) coupled to an "infinite reseryoir" (8), and of (b) the dynamics of an in­
finite system (S),driven from equilibrium by a "signal generator" (S). As regards (a), we show that the state of 
S always remains normal,and we derive a generalized master equation (in an appropriate Banach space) govern­
ing its temporal evolution. As regards (b), we show that the state of S always_corresponds to a (time-dependent) 
density matrix in the representation space of the algebra of observables for S, induced by the initial Gibbs state. 
By formulating the linear part (appropriately defined) of the response of S to S, we generalize the fluctuation­
dissipation theorem to infinite systems. Further, we show that the total effect of S on S reduces to that of a 
"classical" time-dependent external force in cases where the initial state of S possesses certain coherence 
properties similar to those of the Glauber type. 

1. INTRODUCTION 

The algebraic formulation of statistical mechanics 
provides a rigorous mathematical basis for the study 
of both finite and infinite systems (cf. Haag, Hugen­
holtz,and Winnink 1 (HHW),andRuelle 2). In thisformu­
lation, the bounded observables of a physical system 
correspond to self-adjoint elements of an appropriate 
C*-algebra a,and the states of the system correspond 
to positive normalized linear functionals on a. By the 
Gel 'fand-Naimark-Segal (GNS) construction, each 
state cf> determines a cyclical *-representation 1Tq, of 
ain a Hilbert space JCq,. Thus, cf> is canonically associ­
ated with an "island" of states 1:Iq, = {4> 0 1T</>I4> is a nor­
mal state on 1Tq,(<l)}. Of particular importance in stati­
stical mechanics are the Gibbs states (cf. Ref. 1) and 
their associated islands. 

The dynamics of an infinite quantum-mechanical 
system may be formulated in terms of the dynamical 
laws for finite systems, subject to supplementary 
assumptions concerning the existence of certain 
"infinite volume limits." Thus, HHW have proposed 
a set of "axioms" which lead to a description of time 
translations in an infinite system as automorphisms 
of its C*-algebra a of observables. More recently, 
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Dubin and SewelP (DS) have proposed a weaker set of 
"axioms", leading to the result that if cf> is a Gibbs 
state, then temporal evolution in the island !J</> corres­
ponds to automorphisms of the weak closure of 1T</>(C:t), 
though not necessarily of a itself. The advantages, 
from a physical standpoint, of the latter axioms were 
discussed in Ref. 3. 

The present article will be concerned, for motives 
that will be described below, with the study of the 
dynamics of a composite quantum-mechanical sys­
tem S!"...formed by two mutually interacting systems 
S and S, the former being finite and the latter infinite. 
It is assumed that: 

(i) S satisfies the DS axioms, when uncoupled from S; 

(ii) the interaction between Sand S is energetically 
bounded and spatially localized, in a sense made pre­
cise in Sec. 3 (the class of interactions considered is 
wide enough to cover the cases where Sand S interact 
via forces between hard-core particles confined to 
finite regions of space); and 

(iii) the initial states of Sand S are mutually uncor­
related, with S in an arbitrary normal state and S in a 
Gibbs state. 

Copyright © 1972 by the American Institute of Physics 
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We have two principal motives for studying the 
dynamics of the composite system S. First,it leads to 
a theory of the dyn~mics of a finite open system,Le., 
of a finite system (S) coupled to an "infinite reservoir" 
(S). Secondly,it enables us to formulate the dynamics 
of an infinite system (8), driven from equilibrium by 
the aetion of a "signal generator" (8). 

The material of this article will be presented as 
follows. In Sec. 2, we shall introduce our mathemati­
cal notation and shall derive three pertinent lemmas 
concerning tensor products of W*-algebras. In Sec. 3, 
we shall forIUu~ate our mathematical descriptions of 
the systems S, S, and S: This will include a statement 
of the DS axioms, as applied to S. 
In Sec. 4, we shall formulate the time-dependence of 
the state of S, subject to the above assumptions (i)­
(iii). It will be shown (Corollary to Theorem 4.1) 
that the state of ~ (induced by that ot S) always re­
mains normal, and that the state of S always remains 
in the island of the initial Gibbs state. 

In Sec. 5, we shall adapt Zwanzig's4 projective techni­
que so as to derive a generalized master equation 
(GME) governing the evolution of the state of S. This 
GME is actually similar to that obtained by Emch and 
Sewell,5 by traditional methods that required a num­
ber of additional mathematical assumptions. 

In Sec. 6, we shall formulate the response of S to the 
"driving force" gene..rated ~y ~,in the case where the 
interaction between S, and S corresponds to a (tensor) 
product of observables for the two systems. By 
extracting the linear part (appropriately defined) of 
this response, we generalize the fluctuation-dissipa­
tion theorem to infinitE;.. sys1ems. Further, we show 
that the total effect of Son S reduces to that of a 
"claSSical" time-dependent external force in cases 
where the initial state of S possesses certain coher­
ence properties similar to those of the Glauber type. 6 

In Section 7, we shall summarize our conclusions. 

In the AppendiX, we shall explicitly formulate a class 
of states of ~ possessing the above-mentioned coher­
ence properties. 

2. MATHEMATICAL PRELIMINARIES 

In this section, we shall present our mathematical 
notation, and then derive three lemmas concerning 
tensor products of W*-algebras. 

A. Notation 

We employ the standard symbols C, R, R+, Z, z+ to 
denote the complex plane, the real line, the positive 
reals, the integers, and the positive integers, respec­
tively. If jis an S (or S ')-class function on R, in the 
sense of Schwartz, we denote its Fourier transform 
byj: 

(2.1) 

Let ill be a Banach space or algebra. We denote the 
set of all bounded linear transformations of ill by £ (<B) • 

Let ct be a C*-algebra 7 in a Hilbert space X. We 
denote the set of all (resp.normal,Le.,ultraweakly 
continuous) functionals on a by ct* (resp. a*). The set 
of all positive elements of a* (resp. a*) is denoted by 
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at (resp. at). For arbitrary A E ct and 1/1 E ct*, we 
shall sometimes denote 1jI(A) by (1/IjA). 

NoteS: ct* is a closed subspace of the Banach space 
ct*. 

Definition 2,1: For x E X, we define the vector 
functional Wx on ct by the formula wx(A) = (x,Ax), 
'<I t E ct. 

Definition 2.2: Let a be a map from a set K into 
£ (ct). We define the dual map a*: K ~ £ (ct*) by 

(a*(k) 1/1 jA) = (1/Ija(k)A), '<I AE a, 1/IE ct*, kEK. 

We recall now that the Kubo-Martin-Schwinger 
(KMS) conditions may be defined as follows (cf. Ref. 
1). 

Definition 2.3: Let 1/1 Eat, (3 E R, and let T be a 
homomorphismofRinto Auta. ForarbitraryA,B E ct, 
let F lV, F ~2i be the functions of R defined by 

F~.u(t) = 1/I(BT(t)A) and F~~(t) = 1/1 «T(t)A)B) , '<It E R. 

Then we say that 1/1 satisfies the KMS conditions with 
respect to (T, (3) if, for any A,B E ct, (i) F~l, F~l 
are continuou s functions on R, and (ii) the Fourier 
transforms of these functions, considered as elements 
of S', satisfy the relation 

F(l) (w) - p(2) (w)e8W 
AB - AB ' 

'<I w EH. 

Note: It follows 9 from this definition that if 1/1 
satisfies the KMS conditions with respect to (T, (:3), 
then 1/1 is invariant under T; (R). 

Definition 2. 4: Let ~ be a physical system, charac­
terized by a C *-algebra a (of bounded observables), 
together with the states and automorphisms of (1,. We 
term ~ to be finite if it satisfies the following three 
conditions: 

(i) a is a type-l factor j 

(ii) (i is equipped with a one-parameter group {aCt) I 
t E R} of inner automorphisms of a, corresponding to 
time translations; and 

(iii) for arbitrary {3 E R+, there exists a unique normal 
state on a, which satisfies the KMS conditions with 
respect to (a, (:3). 

Note: This definition may be seen to accord with 
the usual requirements10 of finiteness. 

Note: We shall use the term "infinite system" in 
the special sense of Ref. 1. Thus, we use the term to 
signify more than a (< system Which is not finite, in the 
sense of Def. 2. 4." 

Definition 2.5: Let ct v a 2 be W*-algebrasll in 
Hilbert spaces Xv JC 2 , respectively. We denote by 

- * *) a
1 

<21 a 2 (resp. a1 <21 ct 2 ) the smallest W (resp. C -

algebra generated by {AI <21 A21 Al E: ct I ,A2 E (1,2} in 
the Hilbert space Xl <21 X 2 • 

Definition 2.6: Let 1/11,1/1 2 be normal linear func­
tionals on the W*-algebras a10 a2 , respectively. Then 
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there is a unique12 element l/I of (a l @ ( 2 )* for which 
l/I(A 1 @ A 2) = l/I1(A I )l/I2(A2), VAl E aI' A2 E a2 
We denote this functionall/l by l/Il @ l/I2' 

Definition 2.7: Let °1 ,°2 be normal (Le., ultra­
weakly continuous) homomorphisms of the W*-algebras 
aI.' a 2 onto W"'-algebras ill I. , ill z, respectively. Then 
there exists a unique 13 normal homomorphism a of 
a l @ a2 onto ill t @ ill2, such that o(A l @ A 2 ) = 01 (AI) 
@ 02(A 2), V Al E av A2 E a2• We denote this 
element a by 0 1 @ °2 , 

Definition 2.8: Let aI' a2 be W*-algebras. We 
denote by a1* @ a2* the closure, in the norm topology 
of (a 1 @ ( 2 )*, of the linear manifold 

N 
{.0 l/I\n) @ l/I~n) I tf;~n) E a 1 *, tf;2 E G,2*,N <co}. 

1 

B. Lemmas Concerning Tensor Products 

Lemma 2.1: Let G,l' a2 be W*-algebras in Hilbert 
spaces Xl' X 2, respectively. Then (G,1 @ G,2)* = 
G,l* @ G,2*' 

Proof: Since (G,l @ G,2)* is a closed subspace of 
(G,1 @ G,2)* (cf. Note preceding Def. 2. 1), it follows 
from Def. 2. 8 that G,1* @ G,2* C (G,1 @ G,2)*' 

On the other hand, (G,l @ G,2)* is the strong closure,l4 
in (G,l @ G,2)*' of the linear manifold generated by the 
vector functionals on G,l @ G,2' Hence, in order to 
show that (G,l @ G,2)* C G,1* @ G,2*' and thus to prove 
the lemma, it suffices for us to show that the vector 
functionals on G,1 @ G,2 all belong to G,l* @ G,2*' 

Let x E Xl @ :IS. Then x is the strong limit of a 
sequence{xJ, each element of which is a finite linear 
combination of termsf @ g, withf E Xl' g E X 2 • It 
follows from Defs. 2. 1, 2. 6, and 2.8 that the vector 
states {wx } all belong to G,1* @ G,2*' Further, by Def. 
2.1, n 

Iw x (A) - wx(A) 1< IIAIIII xn - xii (1lxnll + II xii ), 
n VAEG,l@G,Z' 

Hence Wx converges strongly to w x in (a 1 @ G,2) * . 
Thus, sin'te {wx } E G,1* @ G,2*' and since this latter 

n 
set is a closed subspace of (G,1 0 G,2)*' it follows that 
Wx E G,1* @ G,2*' QED 

Lemma 2.2: Let G,l' (l,2 be W*-algebras and let 
(1 = (l,l @ Ci 2 ' Let a l : a* -) at and a 2 : a* -) a; be 
defined by 

(altf;;A l ) = (tf;;A l (/2), 'It tf; E Ci*, Al E a1 (2.2) 

and 
(a 2 tf;;A 2) = (tf;;/ l @A 2), 'It tf; E a*, A2 E a2, (2.3) 

where 1 l' 12 are the unit elements of Ci 1 a2 , respect­
ively. Then a l (resp.a 2 ) maps a* onto Ci 1*(resp.a2*). 

Proof: We first note that the homomorphism of 
(i1 into a,given byAl ~A1 @ 1 2 , is normal. Henceby 
Eq.(2. 2), the image of (l,* under a 1 lies in (l,l*' In 
order to show that the map a l is surjective, let tf;1 be 
an arbitrary element of Ci1*,and let 1/I2(E a2*) have 
the property that tf;2(I2) = 1. Then tf;1 @ l/Iz E (l,*, and, 
by Eq.(2.2),a l (tf;1 01/12) = tf;1' Since tf;l is an arbi­
trary element of (i1*' it follows immediately that a 1 
maps (l,* onto a l *. Likewise,az maps (t* onto (i2*' 

Lemma 2.3: Let Ci 1' az be type-1 factors. Let tf;, 
{tf; (n)} be elements of (t1 @ ( 2)t such that lim tf;(n) (A) 
= tf;(A), V A E Ci l @ (l,2 as n -) CXl. Then l/I tnJ 

converges uniformly to l/I, on Ci l ® a2 , as n -) co. 

Proof: We first note that, if 1/1 were known to be 
the w*-limit of tf; (n) on a l @ a2 , then the required 
result would follow immediately from a lemma due 
to Dell'Antonio,15 In fact, we shall show that Dell' 
Antonio's demonstration of his lemma may be adap­
ted so as to yield a proof of the present lemma. 

Since Ci l ' Ci z are type-1 factors,it follows 1 6 that there 
exist Hilbert spaces X 1 ,X 2 such that (t1' a2 , (il @ 
(12' ~ 0 a2 are algebraically .!.somorphic with £(X l ), 
£(X 2),£(X l ) @ £(X2),£(X l ) @ £(J<'2),respectively. 

Thus, it suffices to show that if ¢,{¢(n)} are elements 
of (£(J<'1) ° £(J<'2)}t, su~h that ¢ is the w*-limit, as 
n ~ CO,of ¢(n) on£(J<'1) @ £(J<'2),then ¢(n) converges 
uniformly to ¢on £(~) @£(J<'2)' Further,on consult­
ing the proof of Dell 'Antonio's lemma, one sees that 
it may be extended so as to prove the required uni­
form convergence of ¢(n), provided that the following 
proposition 1 7 is established: If f is an arbitrary vector 
in J<' 1 @ X 2' then the corresponding OI~e-dimensional 
projection operator E f lies in £(3<:1) @ £(3<:2)' 

Now any vector fin ~ @ Xz is the strong limit of a 
sequence {fn }, each element of which is a finite linear 
combination of ter.!!1s g @ h, with g E ~,and hE J<'2' 
Thus,E! E £(Xl ) @ (3<:2)' Further, 

n 

II (Efn -Ef)xll s Irxll (lIfn II + 11J1I)llfn -fll, 
V x E 3<:1@3<:2' 

Hence E f is the norm limit of a sequence of elements 
{Ef } of the C*-algebra £(3<:1) 0" £(J<'2);and therefore 

n 
Ef belongs to this algebra. QED 

3. THE MODEL 

In this Section, we shall prese~t our mathematical 
description of the systems g, S, and S. 

A. The System S 

We assume that S is a finite system,in the sense of 
Def. 2. 4. Thus, we assume that the algebra of (bound­
ed) observables it Q! this system is a type-l factor 
in a Hilbert space JC. Time translations in S, when 
isolated, are taken to correspond to a one-parameter 
group {T(t) I t E R} of inner automorphism of a,unitari­
ly implemented in ~ by a strongly continuous repre­
sentation f) of R: 

r(l)A = U(t)AU( - t) == A(t), V A E ii, t ER (3.1) 

Note: Although we refer to S as a finite system, 
we never actually use the assumption that this system 
satisfie s condition (iii) of Def. 2. 4. 

B. The System S 
We assume that § is an infinite system in the sense 
of Ref. 1. Thus, we assume that S may be specified in 
terms of a sequence {§(n)} of finite systems, in the 
sense of Def. 2. 4, such that: 
(1) For ~each n E Z+, the algebra of observables ~ 
(i(n), for S (n), is a type- I factor in a Hilbert space X, 
this latter space being independent of n. 

(ii) Each a(n) is equipped with a one-parameter group 
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of inner automorphisms {9(n)(t) 1 t E R} ,corresponding 
to time translations in S (n). It is a~sumed that this 
group is unitarily implemeI}ted in X by a strongly 
continuous representation U(n) of R; 

f(n)(t)A = u(n)(t)AU(n)(- t) == A(n)(t), V A E (i,(n),t E R. 

(3.2) 
(iii) For each (3 E R+ and n E Z+, there exists a unique 
normal state ¢~) on <len) which satisfies the KMS con­
ditions with respect to (7<n), (3). This state corresponds 
to the Gibbs state for 8<11> at the inverse temperature (3. 

(iv) <ten) is isotonic with respect to n (i.e., <len) ~ <l(m) 
ifn> m). 

Having thus specifiEld {S(n)} , we define (i L to be Yn E Z+ 

<ten); and we defin,f a to be the norm closure of a L • 

The C * -algebra a is taken to be the algebra of obser-

vables for 8. The subalgebras <len) of & may be re­
garded as algebras of observables for systems Sen) 
occupying finite regions of "physical" space (cf. Ref. 
1). 

We shall elllploy the DS scheme to fqrmulate the Gibbs 
states for S, and the dynamics of S in the associated 
islands of states. The DS axioms are 

(i) lim¢a (n)(A~n)(tk)' . . A~n)(tk)) exists VAl' ... , 
n-+OO /J 

AkEaL,tl' ... ,tk E R,k < 00, 

"1.1 1 '" ,Ak+l E (iLl t 1 , ••• ,tk+ l E R, k + l <00. 

The principle consequences of these axioms may be 
summarized as follows. ~ ~ 
(a) There exists a unique state CPB on a such that 

¢BcA) = lim ¢<g)(A) , V A E & L' (3.3) 
n-+OO 

ThuS';PB is the Gibbs state for S at the inverse temp­
erature {3. By the GNS cOJlstruction, this state .induces 
a *-representation iTB of a in a Hilbert space Xe with 

cyclical vector fiB' such tha! ¢B(-} == (fiB,,(1tB(')QB)' We 
shall denote the images of A ( E A) and A under 1T B by 
Aa. aB• respectively. We sQall also denote the island 
of states associated with CPB by cVB, Le., 

(b) Let ~(3 be the state on a~ defined by 

~B(Q) = (fiB' Qfi(3)' V Q E ail· (3.4) 

Then there exists a homomorp~hism ;: a of R into Aut 
a /I unitarily implemented in Xe by a strongly con-a' ...... ..... 
tinuous representation Ua of R, such that f2B is invari-
ant under UB (R) and 

lim ;P(f\n)(Aln)(t 1)' .. A~n)(tk» = ;j;BcAu (t 1)' .. Ak,B (t k»' 
n-+oo 

~ ~ ~ t R k<OO 
\-I A Ak E aL , t l' ... , k E , , 
v 1"'" (3.5) 

where 
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AB(t) = iB(t)A e( == TB(t)1iB(A» = UB(t)ABUB( - t), 

V A E 11, t E R. (3.6) 

(c) ;j;B satisfies the KMS conditions with respect to 
(~,{3). 

In particular, we interpret Jb) as signifying that time 
translations in the island 8B correspond to the group 
TB(R) of automorphisms of <t~ • 

Lemma 3. I: Let 11 BI n be the restriction of rrB to 

~n). Then 1TBln is a normal representation of a(n) in 
~. 

Proof: Let}>B In (resp. ¢(1'~, ,!ith m> n) denote the 
restriction of CPa (resp. cp~m») to <tCn;. Then it follows 
from Eq. (3.31 that $8 In = w*-limcp~'fn as m ~ ~ 00. 
Hence, since <t (n) is a W"'-algebra and since cp£m) is 
normal, it follows from a theorem due to Sakai 18 that 
1>8 In is normal. 

ldet {Ar } be a sequence of elemellts of th,f u!lit ball of 
a( n) which converges weakly to A. Let B1 ,B 2 E <t L' 

:rhe~,for m sufficiently large,{A r },A,B 1 , and B2 E 

CJ:.(.,,/). Henc,f, it follows from the definitions of 1T 131 n 

CPa I m' and f2a that 

$B IJB1(Ar - A)B2) = (iB(B1)fiB';B In(Ar - A)ilB2)fiB), 

V BlIB2 E aL • (3.7) 

As proved above, ;PBlm is normal.!. for all mE Z+. 
Hence, since Ar tends weakly to A in the unit ball of 
<ten), it follows that the left-hand side of Eq. ~3. 71 
tends to ;,ero as r ~ 00. Therefore, since 1Tp(a Llf2a i~ 
dense in XB,it follows from Eq. (3. 7) that 1Taln(Ar - A) 
tends weakly to zero as r ~ 00. Thus, we have sh.Qwn 
that 1TB In is weakly continuous in the ~nit bal~ of <tCn ) 
and,the~efore, 19 is ultraweakly continuous,l.e.,nor­
mal,in aCn>. QED 

Lemma 3.2: Let R,hbe elements of G.LlsuCh 
that for all n greatflr than some fixed no( E Z+), 
w- '(d/dt)B(n)(t) = ~(n)(t), "It E R. Then 

w - (d/dt)BB(t) = BB(t), 'i t E R. 

Proof: Let A1 ,.4.
2 

E aL' Thus,Al'A 2 E a(.,,/) for 
m sufficiently large. HElnce it follows from the given 
equation of motion for B(n)(t) and from the normality 
of cp~n) that 

~t;P~n)(A1B(n)(t)~) == ¢~n)(A~B(n>(t)~), "In> (m,n o)' 

Thus, 

;P~(A1B<n)(t)A2) - ;Pr)(A ~BA2) 
= J~ dt1 ;P~n)(A:B(n)(t1)A2)' "In> (m,n o)' 

Hence, by Eqs. (3.4) and (3.5), 

(A 1 i 2B' (BB(t) - BB)A2 •a QB) ~ 
, t ~ • ~ 

= Jo dt 1(A1.Bf2 B ,BB(t1)A2,B f2B)' 

Since this la~t equation is y'alid for all ~,A2 E CiL>and 
since 1is(tlL)f2a is dense in X B, it follows that 

(f,(BB(t) - BB)g) = J; dtdj,BB(t1)g) , 'i j,g E X B• 
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The required result follows directly from thi§. equa­
tion and the fact thl!,t the strong continuity of UfJi) 
guarantees that of Ba(t). QED 

C. The System S 

We specify the composite system S in terms of a 
sequence {s (n) = (S + S (n») of finite sys}ems, by a 
procedure similar to that employed for S. 

Let JC be the completed tensor product X OX, and let 
q(n), a L> a be the algebras in JC defined by a{n) = a ® 
<t(n), <tL = UnEZ+ (i(n),and <t = the norm closure of 
aL · 

We take (i, <t (n) to be the algebras of observables for 
S. S (n), respectively. If follows that the observables 
for S (resp. S) may be represented as elements of S 
by .the injective mappings A --7 A ° i(resp.A --7 I®A) 
of (i (resp. <t) into a. 
We assume that, for all n greater than some fixed no' 
time translations of S (n) correspond to a one-para­
meter group {T(n)(t) It E R} of inner automorphisms of 
<t (n), of the form 

T(n)(t)A = exp[i (H(n) + V)t] . A exp[ - i(H(n) + V)tJ, 

'<I A Ea(n), t E R, (3.8) 

where Vis a self-adjoint element of <ten) and H(n) is 
defined by 

[jet) ° U(n)(t) = exp(i H (n)t), '<I t E R. (3.9) 

Note: The strong continuity of U(t) and (j (n)(t) 

ensures that Vet) ® u(n)(t) has an infinitesimal genera­
tor. and thus that Eq. (3. 9) provides a definition of 
H(n). Further, T (n)(t) , as defined by Eq. (3.8), is indeed 
an inner automorphism of a(n), for the following rea­
zol).. Since r(t), 9(n)(t) are inner auto,.!llorpnisms Qf 
a,a(n),respectively,it follows that U(t)E a and UCn)(t) 
E a(n). Hence, by Eq. (3. 9), eiH(n) t E a(n), and therefore 
the operator H(n) is affiliated to a(n) [i.e., it commutes 
with the elements of (a (n~1. Consequently, (H(n) + V) 
is also affiliated to a (n) and therefore expi (H (n) + V)t 
E <ten). Thus,by eq. (3. 8), T(n)(t) is an inner automor­
phism of <ten). 

The dynamics of S will be formulated in Sec. 4, subject 
to prescribed initial conditions, as an appropriate 
limit of that of S (n). For the moment, we note that the 
interaction V may be any self-adjoint element of <t L' 

Thus, the model is sufficiently general to include, for 
example, local interactions between systems of parti­
cles with hard cores, as formulated by Robinson.20 

D. The Representation 1f I:l 

Let JCa be the completed tensor product X® XB • By 
Def. 2. 7 and Lemma 3. 1. there exists a normal * -re­
presentation 1fB In == 7 ° i llin of <t in JC 13' where 7 is the 
identity map of (j, onto a. Since a (n) is isotonic with 
respect to n and since <tL is norm-dense in <t,it fol­
lows that there exists a unique *-representation of 
a in JC

B
, whose restriction to a(n) is 1f8In' '<I n E Z+. We 

denote this representation of a by 1fB • The images of 
A( E a) and a under 1f 13 will be denoted by aB,A B, res­
pectively. Thus, 

n 

<t~ = a ° a~'= {6 Ar01Te(Ar) IArE a,ArE <1 L,N<CO}". 
r=l 

Finally, we define JiB to be the island of states of S 
associated with 1fB' i.e., 

JJa = {w 0 1fa I'll E(a~/)t, II >JIll = 1}. 

4. DYNAMICS OF S 

We shall define the dynamics of S in terms of that of 
{sen)} as follows. Let Sen) evolve from an initial state 
qin) in which Sand S (n) are mutually uncorrelated, 
with S in an arbitrary normal state and ~ (n) in the 
(normal) Gibbs state $ (n), i.e., cp(n) = ¢ ° ¢~n). Since 
time translations in s(n~ correspond to the automor­
phisms T (n)(R) of <t (n) ,or equivalently (cf. Def. 2.2) 
to the dual group T(n>*(R) of transformations of a(n>*, 

it follows that the state of S (n) at time I is r(n) * (1)(1> 
® $~». Now it will be shown (Theorem 4.1) that the 
assumptions of Sec. 3 imply that, for fixed $, (3 and I, 
there exists a unique state cp(t) on <t such that 

(#.t);A) = lim (T<n>*(t)(¢0¢ r) );A), 'V A E <lL' t E R. 
n .... oo (4.1) 

Thus, we shall refer to cp(t) as the state of S at time 
t, corresponding to the evolution of that system from 
an initial state in which S a!,ld S are mutually ullcor­
related with S in the state cp and ~ in the state CPa' 

Theorem 4.1: With the above definitions and 
assumptions, there exists a group {T aCt) I t E R} of 
spatial automorphisms of a~ such that Eq. (4.1) is 
satisfied when 

(4.2) 

where T; (t) is the transformation of (Ci ~)*, dual to 
T a (t). Further, T a (R) is given explicitly by the formula 

TB(t)Q = exp[i(He + Va )t] • Qexp[ - i(HIl + VB)I], 

'<I Q E <t~', t E R, (4.3) 

where Va = 1fa (V) (in the notation specified in Sec. 3) 
and He is defined by 

U(t) ® DB(t) = exp(iHBt), '<I t E R. (4.4) 

Before proving this theorem, we note that the following 
corollary follows directly from the statement of the 
theorem, together with Lemma 2. 2,and the definitions 
of the islands 813 ' 88 , 

_ ~Corollary: Let ;P(t) , <P(t) be the states induced in 
S, S, respectively, by cp(t) , i.e., 

{<P(t);A) = (CP(t);A ® i), 'V A E ii, t E R (4.5) 
and ~ ~ _ ~ 

(CP(t);A) = (cJ>(t);I0A), 'VAEa, tER (4.5') 

Then cp(t) E JJe, ci(t) E is, and ¢(t) is normal for all 
t ER. 

Our proof of Theorem 4. 1 will be based on the next 
three lemmas. Before presenting those lemmas, we 
first introduce the follOwing definition. 

Definition 4.1: (i) For n E Z+, we define r~n) to be 
the homomorphism of R into aut <t(n) specified by 

T(S)(t) = ret) ° f(n)(t), '<I t E R, n E Z+. (4.6) 

The image of A( E a (n~ under T~n)(t) will be denoted 
by A(n)(t), i.e., [using Eqs. (3.1), \3.2), and (3. 9)J. 

A (n)(t) = T~)(t)A = exp(iH(n)t)A'exp( - iH(n)t) , 

'<I A E <t(n), t ER. (4.7) 
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(ii) We define T Otl .to b~ the homomorphism of R 
into aut &;, ( == aut a ® ag) specified by 

TOIl(t) = T(t) ®TIl(t), V t E R. (4.8) 

For A E a, the image of All under TOtl(t) will be deno­
ted by At\ (t), i.e., [using Eqs. (3.1), (3.6), and (4.4)] 

AtI(t) = TOtl(t)As = exp{iHt\t)A tI exp( - iHBt), 

V A E a, t E R. (4.9) 

Lemma 4.1: With the above definitions and 
assumptions, 

l~ (~® ¢tI;Ak(n)(tk)" .A(r)(t1» n _ ~ 

= (l/J ® ~B;Ak.B (lk)" .A1•a (t 1» , 

v,;,di A AkEU a'0(i(n\ 
'I' - * ; 1"'" nEZ+ 

t1, ... ,tkER,k <(f;;. (4.10) 

Proof: LetA1 , ••• ,Ak E UnEZ tl@a<n). Then,by 
choosing m sufficiently large, we can ensure that 
A A E a -;;; ;,; ( m) Let "'(m)-l' ••• , k '<Y U. u O -

lLJ;=1Ay ® AylAy E a,Ay E &(m),N <ccl . Then it 

follows from Eqs. (3. 5). (3. 6), and (4.6)-(4.9) that 
Eq. (4.10) is valid when Av . .. ,Ak E a('{j). Since this 
latter algebra is norm dense in a 0 it (m), the required 
result follows by continuity. QED 

Lemma 4.2: Let m be a fixed element of Z+, and 
let {A y}, {t y} be arbitrary sequences of elements of 
a (m),R, respectively. For each n E Z+, let {til ~n)}, {'liJ 
be the sequences in a (~)+, (a~)t, respectively, defined 
by the following formulas: 

l/J (8) = (T' * (t 0) ~) ® ;P~n); 
l/J (:)(.) = tII;!!l(A:(n)(ty)(')A~n)(ty)), for r > 0; (4.11) 

'lio = (T*(to) ~ ® ~8;'liy(') = 'liY_l(A~.tI(ty)(·)AY.8(ty», 
for r > 0, (4.12) 

with iii E cit. Then for each fixed r E Z+, l/J (n) tends 
uniformly to 'liy 0 1Ta, on a (m), as n -'>(f;;. y 

Proof: It follows from the normality of the func­
tionals l/J~n), 'li Y' and of the representation 1T8 1m of a(m) 

(defined in Sec.3 D) that the restrictions of l/J~n)(for 
n > m) and \}I y 0 1T tI to G, (m) are normal. Hence, in view 
of Lemma 2.3, it suffices for us to ?rove that, for 
arbitrary choices of the sequences lAy}, {ty} required 
for the definitions of {l/J <:)} and {>lty}, 

lim (l/J(n)'A) = (>It 'A) V A E a ® G,(m). 
n-+OO r' r' B' 

(4.13) 

We shall establish this result by induction. For this 
purpose we note that,in view of Lemma 4.1 and Eqs. 
(4.11) and (4.12),1f.~('t, 13) is valid for r = O;and,in 
cases where A1 E a ® G,( m), it is also valid for r = 1. 
Hence, in order to prove the present lemma by induc­
tion, it suffices to establish the following proposition. 
If, for arbitrary 1 E Z+ U 0 and arbitrary choice of the 
sequences {A y}, {ty} used for the definitions of {tII(n}} 
and {>lty } , 

(i) ~-m (l/J}n);A) = (1{Iz;AtI ) , V A E ii ® a(m) (4.14) 
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and 

(ii) ~i-m (l/J~n);B*(n)(t)AB(n)(t»= (lfIl ;B;(t)AsBB(t», 

V ABE (i;;:- &<m) t E R , I6J , , (4.15) 

then 

lim (,/,(n)'K* (n)(t)AK(n)(t» - (>It 'K*(t)A K (t» 
n .... OO '1'/ ' - l' B Il tI ' 

V A E (i ® (i(m), K E a(m), t E R. (4.16) 

Now it follows from Lemma 2. 3 and the above assump­
tion (i) that tIIf n) tends uniformly and hence weakly to 
'liz 0 1T tI on a(m), for all choices of the sequences {ty}, 

{A y }. Further,it follows from Eqs. (4.11), (4. 12),and 
the invariance21 of $(~).CPIl under i( n)*(R), ~(R), re-
spectively,that (tII~n);A) is invariant under the trans­
formation to --? to - t, fj -'> tj + 2t (for j > O),A-'> 

A(n)(t);and that (lfIy;A tI) is invariant under to -'> t o -
t,tj --? ti + 2t (for j > O),andA s -'> AB(t). Hence 

(i) implies that 

lL~ (l/J z(n);A (n)(f» = < 'li z;Ae (t» , V A E G,(m), t E R. 
(4.17) 

In order to derive Eq. (4.16) from (i) and (ii), we 
choose an arbitrary element K of a (m) and introduce 

a sequence {KJ of normwise uniformly bounded ele­
ments of a ® item), which converges strongly to K as 
s -'> (X): The existence of such a sequence is guaran­
teed by Kaplansky' s density theorem. We then use the 
inequality 

I ( l/J zen) ;K *(n)(t)AK'n)(t» - (>ltz; K~ (t) A eKe (t»1 
(4.18) 

(4. 18a) 

+ I (l/Jfn);K:(n)(t)AK!n)t» - (>lt z ;K!.tI(t)AsKs.a(t)()1 ) 
4.18b 

+ I (l/Jfn);K!(n)(t)A(K -KJ(n)(t»1 

+ I (l/J)n);(K*-Kj)(n)(t)AK(n)(f» I. (4. 18c) 

Since Ks tends strongly to K, it follows from the 
normality of 1Ttl lm' the uniform boundedness of {II KsI!}, 
and the unitary implementation in Jet) of the automor­
phism Toa(t) that w-limK:,e(t)AsKs,a(t) = K~(t)ABKa(t) 
as s --? 00. Hence, it follows from the normality of 
'li I and the uniform boundedness of {II Ks II } that 

lim term(4.18a) = O. 
5-+00 

(4. 19) 

Further, it follows from Eq.(4.16) that 

lim term (4. 18b) = O. 
n-+OO 

(4.20) 

Next we note that, since tP}n) is a positive element of 
a <:), we may use the Schwarz inequality I < !/II( n) ; 

A 1A 2 ) I!S (tIIl(n);A1Ai> 1/2 (l/Jz(n)A 2A 2)1/2, VAl'A2 E 

a(n). 

Thus, 

term (4. 18c) !S (tPln);[(K* -K:)(K-Ks)](n)(I»1/2 

x [(tP fn); K: (n)(t)AA * K}n) (t» 1/2 

+ (l/J in); K*(n~t)AA *K (n)(t»1/2]. 

Consequently, in view of the uniform boundedness of 
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{IIKsll} we can easily find a finite quality D,independ­
ent of l, 8, and n, such that 

term (4. 18c) :::s D (l/Ifn); [(K * - K~)(K - K s) 1 (n)(t» 112. 
(4.21) 

Moreover, it follows from Eq. (4. 17), Def. 4. 1 (ii), and 
the definition of 11 a I m that 

lim (,t,{n) '«K* - K*)(K - K » (n) (t» 
n-H )() '+' l' S 5 

= <~ I; T oa (t)11 alm«K* - K;)(K - Ks»)' (4.22) 

In view of the normality of ~I and 11 B 1m' the uniform 
boundedness of {IlKs II} and the strong convergence of 
Ks to K, it follows that the right-hand side of Eq. 
(4.22) tends to zero as 8--'>CO, Hence Eqs.(4.21) and 
(4.22) imply that 

lim lim term (4.18c) = O. 
s-+oo n-+OO 

(4.23) 

Since term (4. 18a) is independent of n, it follows 
from Eqs. (4.18)-(4. 20) and (4.23) that 

lim lim term (4.18) = O. 
s-oo n--OO 

Since term (4. 18) is independent of 8, it follows that 
it tends to zero as n --'> co. Hence, assumptions (i) and 
(ii) imply Eq. (4.16), QED 

Lemma 4.3: With the above definitions and 
assumptions, 

lim (~ 0 $~n);A{r)(tk)" . Afn)(t1» 
n .... oo 

= (~0 $8 jAk,a(t k)' . ·At. a(t1», 

V ~ E at, AI' ... , A k E a L , 

11, ... ,t k ER, k<oo. 

Proof: Let AI' ... ,Ak E a L' Then, for sufficiently 
large m( E Z+), these elements of (i all belong to (i{m). 

For each Aj' j = 1, ... ,k, we introduce a sequence 
{A. } of normwise uniformly bounded elements of 

J,S 

(i® a(m> which converges strongly to Aj as 8 --'> 00. We 
then use the inequality 

I ({j; 0 $~n)j AkVz)(t k) ••• A (1) (~) 

- (~0 ';ajAk,a(t k)" ·Al.B(t1»1 (4.24) 

:::s I (!ji0 ¢hn);A~)(tk)' . 'A\n)(t1» 

- (~ 0 ';a jAk,s ,/3 (t k)' •. A 1 ,S,/3(tJ> I (4. 24a) 

+ I (~0$ /3jA k,l3(tk)" 'Al,tl(t1) 

- A k ,s, B (tk)' .• A l,s ,a (il» I (4. 24b) 

Now, since {Aj,s} E a ® a(m), it follows from Lemma 
4.1 that 

lim term (4. 24a) = O. 
n .... oo (4.25) 

furt'ler, it follows from the normality of 11a 1m and 
1/1 0 4>a' together with the strong convergence of Aj,s to 
A}. and the uniform boundedness of {IIA. II}, that 

J,S 

(4.26) lim term (4. 24b) = o. 
s .... oo 

In order to treat term (4. 24c), we invoke the Schwartz 
inequality 

I(~ 0 $r);B1B/3;) l:::s (~0 ¢In)jB 1B i) 1/2 

x (~0 ¢~n)jB~B~B2B;)1/2. 

Applying this inequality to the case where B 1 = A{;n2(tk) 
.. 'A5~L(tj+1),B2 = (Aj - Ai,S) Ve)(tj ) , and B3 = Aj~~(t. 1) 
.. 'A<r)(t~, and using the definition of l/I}n) given by iq. 
(4.11), we see that (for to = 0) 

summand in (4. 24c) 

s(·,,(n) • «(A'!' -A'!' )(A-A. »(n)(t.»1/2 
'I'}-1' J ) ,s }.s } 

X (~0 ¢~n)jA <C!s(tk)" .A}n}l,S(tj+1 ) 

x A*( 1) (t. ) ... A *(n)(t » 112 
] + ,s } +1 k ,s k 

Hence, in view of the uniform boundedness of { IIAi.s II}, 
we can easily find a finite positive quantity L, indepen­
dent of n ,j ,and 8, such that 

summand in (4.24c)< L( l/I;i ;«Aj - Aj,s) 

x (Ai - Aj,s»(n)(tj» 1/2. (4.27) 

By Lemma 4,2, we are now justified in assuming Eq. 
(4. 15) and thus in treating the inequality (4. 27) by the 
method applied earlier to the inequality (4.21). Hence, 

lim lim term (4. 24c) = O. 
$-+00 n-+O() 

(4.28) 

Since term (4. 24b) is independent of n ,it follows from 
the inequalities (4.20)-(4.26) and (4.28) that 

lim lim term (4.24) = o. s -+C() n-+oo 

Thus,since term (4.24) is independent of 8,it tends to 
zero as n --'> 00. QED 

Proof of Theorem 4.1: Our proof of this theorem 
will consist of two stages. First, we shall show that 
TB(t), defined by Eq.(4.3) as a map from {tis into £(X B), 

is indeed an automorphism of a;;. Secondly, we shall 
show that ¢(t), defined by Eq. (4. 2) in terms of this 
automorphism, does satisfy Eq. (4.1). 

Thus, we start by noting that, since VB E £(XB), it 
follows from Eqs. (4. 3) and (4.9) that Tit) may be 
expressed in terms of TOB(t) by the following inter­
action -representational formula (cf. Guenin 2 2) : 

uu rt rtl 
T 8 (t)A a ==A 8(t)+6J"dt l J, dI 2••• 

y=l 0 0 
t 

X fo y-l dty 'f/B(tr)'f//3 (IY_l)'" 'f//3(ll)A/3 (f), 

V A E (1., t ER, (4.29) 

where TJ /3 is the map from R into £(<18) defined by 

(4.30) 

and where the integrals in Eq.(4. 29) are strong limits 
of Riemann sums. It follows from Eq. (4. 30) that the 
norm of the summand in Eq. (4. 29) is majorized by 
/lAII(211V11Itj)r/r! Thus Eq.(4.29) expresses T/3(t) as 
the strong limit of a sequence of elements of (1.; whose 
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norms are uniformly bounded by IIAII exp(211 vl11't I). 
Since a~ is a W*-algebra and is therefore strongly 
closed,it follows that Te(t) maps a e into a~. Further, 
since this mapping is unitarily implemented in Jee , it 
follows that Te (t) E Aut a~' . 

It remains for us to show that cfi.. t), as defined by E q. 
(4.2).z.satjsfies Eq.(4.1). For this purpose, we note 
that cp @CPe E (a~)* and, therefore, is strongly contin­
uous in any bounded region of a;. Thus, since Eq. 
(4.29) expresses Te(t)Ae as a strong limit of elements 
in such a region, it follows from that formula together 
with Def. 2. 2 and Eq. (4. 2) that 

00 t 
(cp(t);A) == (¢ @ <Pe;Ae(t» + ~ 10 dt1 ••· 

1'''1 

x~tY-l dt
1'
(¢@ <PB;1)B(t

1'
)·· '1)B(tl)Ae(t)), 

V'A E a, tER. (4.31) 

Similarly, it follows from Eqs. (3. 8) and (4.7) that 

(T(n)*(!)(;P @ ¢~n»;A) == ($ @ ¢~n);A(n)(t» 

+ ~ ~tdtl'" Jotr-l dt
1'
(¢ @ $r);l')(n)(ty)'" 

1'=1 

X 1) (n){l:t)A(n){t» , V' A E a(n), t E R. 

where 1)(n) is the map from R into (t<n) defined by 

V' A E a( n) , t E R. 

Now by Lemma 4.3 and Eqs. (4. 30), (4. 33), 

lim (~@ :i,( n)' 'l') (n)(t ) .. '1) (n){t )A (n){t» 
n~OO ~ ~8 'e r 1 

= (¢@ .J;B;'l')B(tr)·· '1)B{~)Ae{t», 
V'AE av tV ... ,tr,tER, r <00. 

(4.32) 

(4.33) 

(4.34) 

Further, it follows from Eq. (4. 33) that the modulus 
of the summand in Eq. (4. 32) is majorized by IIAII x 
II vllrl2tlr/r! and,therefore,the sum in that equatjon 
converges uniformly with respect to n. Hence, Eq. 
(4.1) follows directly from Eqs. (4. 31), (4. 32), and 
(4.34). QED 

5. GENERALIZED MASTER EQUATION FOR S 

In this Section, we shall derive a generalized master 
equation (GME) governing the evolution of the state 
of ~, subject to the conditions of Sec. 4. Under these 
conditions, thEL time-dependent state ;P{t) of ~ will 
always lie in a* (by the Corollary to Theorem 4. 1). 
Our GME, which will be formulated in Theorem 5. 1, 
is an integro-differential equation, in a*, for ,¢(t). 

Definition 5.1: (i) We define a map ~ (which exists 
by virtue of Lemma 2.2) of (a~')* onto a*, by the 
formula 

(a'li ;..4.) == ('li;..4. @ i B), V' A E a, 'li E (a~')*. (5. 1) 

(ii) We define a map yofa* into (a s)* by the formula 

(5.2) 

(5.3) 

where I B '" is the unit operator in «i ~ ) '" . 
J. Math. Phys., Vol. 13, No.8, August 1972 

Note: It follows from these definitions that 

a 0 Be * == 0, (5.4) 

BI3* 01'==0, (5.5) 

and Be* is a parallel projector,i.e.,B~* == BIl *. This 
latter property enables us to adapt Zwanzig's 5. techni­
ques to the present situation. 

Next we note that, ~nce f(R) is a group of spatial 
automorphisms of a in Je, it follows that the dual 
group T* (R) maps (l,,,, onto a*. Likewise the group 
Tj(R)(resp . T6B(R), Tj3*(R» maps {a~)", [resp. (a~ )*, 

(d ~ ) "'] onto itself. Further, it follows from Eq. (4. 30) 
that, fixed t E R, 1) e (t) is an ultraweakly continuous 
linear transformation of aa; and, consequently, the 
dual transformation 'l')t(t) maps (a~)* into (a'~)*. 
These considerations permit one to make the follow­
ing definitions. 

De[inition 5.2: (i) We define T*(R) to be the group 
in £(a*) given by the restriction to i*(R) to a*. 

(ii) We define Te *(R) to be the ..r;roup in £«as)*) given 
by the restriction of Ts*(R) to ((ls)*' 

(iii) We define T13 *(R) [resp. TOIl*(R)] to be the group in 
£«ap*) given by the restriction of T~(R) [resp. Tb13(R)] 
to £l(as)*)' 

(iv) We define 1)13* to be the map from R into £«(1,;;)*) 
such that,for t E R,1]13*(t) is the restriction of 1)~(t) to 
(as)* . 

(v) We define the map 0* of R into £(a*) by the form­
ula. 

V't E R. (5.6) 

Thus, it follows from Eqs. (4. 2), (4.4), and (5. 6), to­
gether with Def. 5.1, that ;Pet) may be expressed in 
the form 

;Pet) == (7* (t);P, V't E R. (5.7) 

Lemma 5.1: ,(i) 7" *(i) is strongly continuous with 
respect to t in £(a*);and (ii) T13*(l),T013 *(t),and 
1) ~ *( t) are strongly continuous with re spect to t in 
£l«t~')*) . 

Proof: (i) In view of the group property of T *(R), it 
suffices for us to prove strong continuity at t == O. 
Further, since a* is the norm closure of linear 
combinations of vector functionals 14 on Ci, it suffices 
to prove continuity of T*(t) (at t == 0) on these latter 
functionals. -Let Wx be the vector functional on Ci corresponding 
to x E Je. Then it follows from Eq. (3.1) and Defs. 
(2.1), 5. 2 (i) that 

II( T*(t)W x - Wx ;..1) II ~ 2 11.4 1IIIxlili U(t)x - xII, 
V' A E a, t E R. 

Hence, in view of the strong continuity of U( t), it fol­
lows that T * (t)w x tends strongly to Wx (in CiJ as 
t -7 0.:. Thus, T *(R) is a strongly continuous group 
in £(ct.). (ii) The strong continuity of T 13.(R) and 
Toe. (R) likewise follows from the fact that these 
groups are unitarily implemented by strongly-con-
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tinuous groups in Xa. Further, it follows from Def. 
5.2 (i) and Eqs. (4. 9) and (4.30) that 1]8*(t) = 708*(- t) 
x 1]8*(0)708 *(t), V t E R. Thus,the uniform bounded-

ness of 11708 *(t) II (= 1) and the strong continuity of 
70 8J t) ensure the strong continuity of 1]8* (t). QED 

It follows 23 from this Lemma that the groups T*(R), 
708* (R), and 78*(R) are generated ~ closed, densely 
defined linear transformations of (1,*, (a~)*,and (a~)*, 
respectively. 

Definition 5.3: We denote the infinitesimal gen­
erators of T*(R), 78*(R), T08 *(R) (i.e., the strong 
derivatives of T*(t), T 6*(t)T OB*(t) at t = 0) by ~*' ~6*' 
~06*; and the domains of these generators by :D*:D6*, 
:D06*' respectively. 

Lemma 5.2: With the above definitions and as sump­
tions,:D6* = :DOB* and 

~6* = ~6* + 1]6*(0). 

Proof: Let QE ag and ~ E (ag)*. Then,following 
the procedure used to derive Eq.(4.31),we obtain the 
formula 

00 

(7;(t)~;Q) =(76B (t)~;Q) + ~ tdt1•·· {r-l dt 
r~l 0 0 r 

X <~;1]6(tr)' . '1]6 (t 1)(10B (t)Q». 

Hence, using Defs. 5. 2 (iii), 5. 2 (iv) and Eq. (4. 30), we 
obtain the inequality 

'II «T 6*(t) - I B*) (T 06*(t) - I B*) ~ 'I 

t ~- t ~-1]B*(O)~;'r1 

::s (I t-~r dt l ll1]B*(tl) -1]B*(O)111 

+ E2 2r I tl r-111 vii r /r ~ II Q II. 

Consequently, in view of the strong continuity of 1]B* (t) 
[Lemma 5.1 (ii)], 

(s, (a 8 )*) - lim 
t--O 

CTB*(t) ~ I B*) _ (TOB*(t) - I B* ~ 
----- -1]6*(0) ~= 0, 

t 
V~ E «(1';')*. (5.8) 

Since 1]13*(0) is bounded,and since :D 13 *,:DOB * are the 
domains23 on which t-1(TB*(t) - I B*),t-1(7 0B*(t)­
IB*),respectively,converge strongly as t --7 O,the re­
quired result follows from Eq. (5. 8) and DeI. 5. 3. 

Corollary: 

(i) y maps ~* into :D6* ; 

(ii) a maps :DB* into ~*; 

(iii) 8B* maps ~* into :DB* ; 
(iv) a, (t) maps :D. into it*, V t E R; 

(v) a 0 ~OB* 0 Y = !* on ~*; 
(vi) 8B*~06* = ~6*8B* = 8B*~OB*8B* on :DB*;and 

(vii) a 0 ~oB*8B* = 0 on :DB* • 

QED 

Proof:, (i) By Defs. 4. 1 (ii), 5. 1 (ii), 5. 2 (i), and 
~. 2 (iii), together with the invariance of ~ B under 
7 B*(R) , 

T 06*(t)yli/ = (r*(t);j:,) 0 ~B' "Ilf; E (1,*, T E R. (5.9) 

Since ~*' :DOB * are the domains in which 7 *(t), 
708*(t) are stron,gly differtntiable, it follows from Eq. 
(5.9) that, if If; E:D* then y If; E :D08 * (== :D8*, by the 
Lemma). Hence y: :D* --7 ~*' 

(ii) By Defs.4.1 (ii),5.1 (i),5.2 (i),and 5.2 (ii), 

(T*(t)a~;A) = (T08*(t)~;A 0IB), 

V A E cr, t E R, ~ E (a B).. (5.10) 

Let ~ E :D B* ( == :DOB *)' Then s - (d/dt)TOB*(t)~ = 
~08* I{I at t = 0, and hence, using Eq. (5.10), 

(
rT*(t) - i*) )1 

lim sl.!p [ a~- a~08*~;A 
(->0 IIAII~l t 

== lim sup j'«(708*(t) -I8*)~ - ~ ~;A 0 J )[' = O. 
t --0 II All ~ 1 t 08* 8 

(5.11) 

Thus T*(t)a~ has a strong derivative (= aSOB*~) at 
t = O,if ~ E:DB*. Hence a maps :D8* into :D*. 

(iii) follows from (i), (ii),and Eq. (5.3). 

(iv) follows from (i) and (ii) together with Def. 5. 2 
(iii) and the stability 2 3 of :D 8* under T8* (R). 

(v) It follows from Defs. 4.1 (ii), 5.1 (i), 5.1 (ii), 
5.2 (i)-(iii) and the invariance of ~8 under T 8*(R) 
that 

a OT OB*(t) 0 y = T*(t), V t E R. (5.12) 

Hence by part (i) of this Corollary we may take the 
strong derivative of Eq. (5.12) on ~ with the result 
that, using DeL 5.3, a 0 ~08* 0 Y = ~* on :is*, as re­
quired. 

(Vi) By Defs.4.1 (ii),5.1 (iii),and 5.2 (iii), 

8 8*T08*(t) = T013 *(t)88* =708*(t)88*706*(t)8B*' 

V t E R. 

By part (iii) of this Corollary, we may differentiate 
this equation with respect to t on :DOB* ( == :D B*). 
Hence, by Def. 5. 3, 

8B*~OB* = ~08*88* = 8B*~08*8B* on !DB*, as required. 

(vii) It follows from (Vi) and Eq. (5. 4) that, on :D8*, 

a 0 ~oB*88* = a 0 8 B* = O. QED 

Lemma 5.3: Let 

~18* = ~OB* + 8B*1]B*(0)88*' (5.13) 

Then there exists a unique one-parameter group 
{7 18*(t) It E R} (E £(ag», whose infinitesimal gen­
erator is ~18*' 

Proof: Let R (z; ~ r 13*) be the resolvent operator 
for ~rB*(r = 0,1), with z E C,Le., 

R(z; ~rBJ= (zI8* - ~B*)-l, for r = 0 or 1, (5.14) 

both sides of this equation being defined in the resol­
vent set of ~r6*' 

Since IIT06*(t)11 = 1, "I t E R,it follows 24 that 

(5.15) 

Let Xo be an element of R+ which exceeds lIe6* 1] 6* (0) X 
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e6* II, this latter norm being finite since e6* and 1) 13* (0) 
both belong to £« (j, g)*). Then it follows from Eqs. 
(5.13)-(5.15) that 

00 

IIR(x + xO;~16*)II< L: Ile 6*1)6*(0)e6*lln(x + xo)-(n+l) 
n =0 

= (x + Xo - II e6*1)6*(0)e6* 11)-1:::: X-I, V x E R+. 
(5.16) 

Moreover,it follows from Eq. (5.14) that R(z + zo; 
~ 113*) == R(z; ~ 18* - xol 13*)' the resolvent operator for 
~ 113* - xO/ 6*· Thus, by Eqs. (5. 15) and (5.16), 

IIR(x;~l/3*- x O/ 6*) II :::: x-l, V x E R+. 

Bya classical theorem on semigroups,24 it follows 
from this last inequality that (~16* - xO/6J is the 
generator of a uniquely defined one-parameter semi­
group {T 26*(t) It E R+}, with s-lim T26 *(t) = 113 * as 
t ~ + O. Hence, defining Tl(~~(t) = T26*(t)exot, we see 
that ~IP* is the infinitesimal generator of the semi­
grouPtT~+J*(t)1 t E R},with s-limTi!?*(t) =/8* as 
t ~ + O. 

It remains for us to extend this semigroup into a group. 
For this purpose, we note that our result concerning 
the generation of T ~ ~ ~ (R+) by ~ 113* followed from Eq. 
(5. 13) together with the facts that (i) ~ 0/3* is the gen­
erator of the group T06 *(R),(ii) IITo13*(t)11 = 1,and (iii) 
e13 *1)13*(O)e13 * is bounded. Now it follows from (i)-(iii) 

that (i)' - ~06* is the generator of the group {TffJ*(t) 
It E R} defined by the formula TffJ*(f) == T06*(- t), 

(ii)' II TJii~ (t) II == 1, and (iii) ,(- 813 *1) 13iO)8 8*) is bounded. 
Hence, by (i)'-(iii)' and Eq. (5.13), we may apply to 
- h6* precisely the same treatment we used for ~16*' 
In this way we obtain the result that - ~ 1 13* is the 
generator of a unique one-parameter semigroup 
{Tfi1(t) ItE R+}, with s-lim Tl(ii)*(t) = 113* as t ~ + O. 

We now note that it follows from Eq. (5. 13) and the 
boundedness of 88*1)8*(0)88* that the domain of ±~l/3* 
is !D6*' Hence Th)*(t) is strongly differentiable on 
!D13*( == !D08*) for t > O. Therefore, since ~}P* is the 
generator of TtrJ (R), it follows that 

s - ~(T~+6*(t)TiB~(t» = ~(TiB)*(t)Ti~~(t» = 0, 
dt dt 

VfER+. 

It follows from this equation that, since !D8* is dense 
in (<1;;)* and since Tf~~(t) tends strongly to 113* as 
t ~ ± 0, then 

'1+6*(t)TiBMt) = TlB~(t)T~+~*(t) = 18 *, V t E R. 

Hence we may construct a one-parameter group 
{T 1I3*(t) I t E R} according to the definition 

TtiiVt) , for t > 0 I 
TI8*(t) 113*, fort=O ( 

Tn*( - f), for t < 0 , 

It follows from this construction and from our defini­
tion of Tf~)*(R+) that ~113* is the generator of the group 
T1a*(R). QED 

Theorem 5. 1.' With the above definitions and 
assumptions, let ¢ E!l\. Then CRt) lies in:.o* for all 
t E R, and satisfies the GME: 
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- d - - (t _ 
(s, (j,*) - -cp(f) = ~*cp(t) + . 0 dt 1K(t - tl)CP(t l ), 

dt (5.17) 
where 

~* = ~* + a 0 1)a*(O) 0 y (5.18) 
and 

i«t) = a 0 1)a*(0)TI6*(t}Ba*1)a*(0) 0 y, V t E R. (5.19) 

Proof: Assume that if> E ~*' Then it follows 'from 
Eq. (5. 7), Lemma 5.2, and Corollary (iv) that cpU) E :1)*, 
V t E R. 

In order to derive a GME for CP{t), we define llI(t), IlIl (t) 
[E «(j,~')*] by the formulas 

(5.20) 
and 

~1(t) = 8a*~(t), V t E R. (5.21) 

Hence, by Eqs. (5. 3), (5.6), (5. 7), (5. 20), and (5.21), 

cp(t) = a~(t), V t E R (5.22) 
and 

(5.23) 

Since ¢ E iD*, it follows from Eqs. (5. 20)-(5. 22) and 
Lemma 5. 2, Corollary (i) that ~(t), ~l (t), and ¢(t) are 
strongly differentiable with respect to t, for all t E R. 
Thus, by Eq. (5. 20) and DeL 5.3, 

(s,«(j,;;)*)-~IlI(t)= ~a*~(t). 
dt 

We convert this equation i!!to a pair of simultaneous 
differential equations for cp(t) and ~ 1 (t) by operating 
on it with a and 813*, respectively. Thus, using Eqs. 
(5.21)-(5.23), 

- d -(s,(j,*) --¢(t)=a~a*ycp(t)+a~a*1lI1(t) (5.24) 
dt 

and d _ 
(S,(ct~/»- -~I(t) = ea*~a*~I(t) + ea*~a*y8(t). 

dt (5.25) 

Further, it follows from Lemma 5.2, its Corollaries 
(v)-(vii), and Eqs. (5.3)-(5. 5), (5. 13), (5.18), and 
(5.21) that 

a~a*}' = ~*' a~a*~I(t) =a1)a*(O)llIl (t), 

and 
813*~a*~l(t) = ~18*~l(t), 

8 a* ~13*'Y¢(t) = 8a*r/ a*(0)y¢(t). 

In view of these relations, Eqs. (5.24) and (5.25) may 
be re-expressed in the forms 

and 
(5.26) 

d -
(s, (ctg4) - -~I(t) - ~1I3*~I(t) = 8a*1)a*(0)ycp(t). 

dt 

Operating with 718*( - t) on this last equation and 
using Lemma 5.3, we obtain 

(s,«(j,;;)*)- !L(718*(- t)1lI1(t» 
dt _ 

= 7113*( - l)ea*1)a*(O)ycp(l). (5.27) 

Further,since 713 *(0) = I~*,it follows from Eqs.(5.4), 
(5.20), and (5.21) that \}II (0) = O. Hence, using the 
group property of 7 la* (R) , we may integrate Eq. 
(5.27) in the form 
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>111 (t) = (S, (ctg )*) - 1; dt 1 T 11l*(t - t 1 )e Il* 1) 1l*(O}y¢(t 1)' 

On substituting this formula for ~1 (t) into Eq. (5. 26), 
we obtain the required GME, as given by Eq. (5.17). 

QED .. 
6. RESPONSE OF S TO A MECHANICAL DmVING 

FORCE 

A. The Response Functional ff" 
~ - -

Since S is coupled to S, one may regard §. as the 
sourceofa "driving for~e"which actsonS. Thetime­
depenqent response to S to this force is given by the 
state ¢(t), defined by Eq. (4.5). We shall formulate 
certain basic properties of this response for cases 
where V is of the form 

V=A!3@B, (6.1) 
- ~ -

';Yhere A E Rand B ,B are self-adjoint elements of ct, 
ct L' respectively. This form of V covers a consider­
able number of cases of physical interest. 

Let if be the map from R x R x (:!, into C defined by 

(6.2) 
~ 

Then if represents the response of S to the driving 
force generated by S. In order to formulate the pro­
perties of if we introduce the following definitions. 

Definition 6.1: (i) For s = ± 1, we define ~5 to be the 
map from R into £«i) given by 

~_l(t)A = i [B(t),A]_, ~1(t)A= [B(t),A]+, 

VAEa, tER, (6.3) 

whereB(tt='T(t)B,asinEq.(3.1). (ii) For.§=±l, 
we define 1) Il .s to be the map from R into £( ct8') given 
by 

~1l.-1(t)Q= i[BIl(t),Q]_, iill.l(t)Q = [BIl(t),Q]+, 

V Q E a'8' t ER, (6.4) 

whereBIl(t) = Ta(t) BIl,as in Eq.(3.6). 

Note: It follows from Defs. 4.1 (ii) , 6.1, together 
with Eqs. (4. 30) and (6.1), that 

1)1l (t)(A @ Q) = h 6 TJ_s(t)A @ ~Il s(t)Q, 
s=±l ' 

V A E a, Q E <i'8' t E R. (6.5) 

In particular, 

1)1l(t)(i @ Q) = AB(t) @~a.-l(t)Q, V Q E ctg, t ER. 
(6.6) - -

Definition 6.2: For ¢ E ctt and n E Z+, we define 
the map Fn from {- 1, 1}n-1 x Rn into C by the 
formulas 

Fl(t) = ¢(B(t», V t E R (6.7) 

and, for n > 1, 

Fn (S2' ... , sn; t l' ... , tn) 

= 2 l
- n ¢(TJ_Sn(tn) ... 11-"2 (t2)B(tl», 

VS 2 ,· .. ,Sn E {-1,1}, tl, ... ,tn ER. (6.8) 

It will be seen from Eq. (6. 9) (below) that the Fn may 
be regarded as "driving forces." 

It follows now from Eqs.(4. 5),(4.31),(6. 2),and(6. 5)­
(6.8) that the response functional if may be expres­
sed in the following form: 

- ............ t ............ ...... 
if(A, t;A) = ¢1l(A) + A ~ dt l F1(t1) (1)Il;1)Il.-l(t l)AIl(t» 

00 

+ 6 AY 6 ... 6 t dt tl dt ... 
y=2 52 =±l 5y =±l 0 1 0 2 

xjtY-ldtF(s ···s·t ···t) o y y 2' , y' l' ' y 

X(~1l ;1]Il.s)ty )" ·~Il."2 (t 2 )1)1l.-1(t1)AIl (t», 

VAE <i, t ER, A ER. (6.9) 

B. The Fluctuation-Dissipation Theorem 

We shall now generalize the fluctuation-dissipation 
theorem 25 to infinite systems:... This theorem will 
serve to express (il/a~)if(~, t;Ah=o (I.e., the linear 
part of the re sponse of S to Shn terms of spontaneous 
fluctuations of S about its equilibrium states. 

~ Definition 6.3: WedefinethefunctionsKIl,Ge,from 
Cl x a x R into C by the formulas 

K e (AI.Hi t) = - i ~ Il ([Ae(t),BIl ]_) , 

VA,BE<1,tER (6.10) 
and 

(6.11) 

We also define K Il (A,B; .), G e (A,B;.) to be the 
Fourier transforms of KIl(A,B; .), Gil (A,B; .), in the 
notation of Eq. (2.1);these functions on R all being 
S '-class. 

Theorem 6. 1: With the above definitions and nota­
tions, 

() il ~ jt ~~ 
a aA ff"(A,t;Ah=o = 0 dt1K Il (A,B;t - t l )F1(tl); 

(6. 12) 

(b) KIl(A,B;w) = itanh(~j3w)GIl (A,B; w), 

V A,B E a, w E R; (6.13) 

(c) if A (like B) is self-adjoint and if B satisfies the 
assumptions of Lemma 3.2, then 

ImKll (A,B; w) =fll (w)ImGIl (A,E;U!), 

where 

fB(w) = 
w-ltanht j3w, 

~j3 

V A E ii, w E R, (6.14) 

for w '" 0 l . 
for W= 0 \ 

(6.15) 

(d) If further (Ee(O)<ig Ell (0)) " is Abelian, where Ell (0) 

is the projector for~the maximal subspace of :Jell that 
is invariant under Ue(R) , then 

Kil (A,B;w) =fll (w)G Il (.A:j;w), V A E <1, w E R. 
(6.16) 

Note: (a), (b), (c) constitute a generalized fluctua­
tion-dissipation theorem, as applied to S. As regards 
the supplementary assumption required for (d), one 
sees that it is satisfied in either of the follOwing im­
portant cases: 
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(D nil is thl! only vector in JC /3 that is invariant under 
U8 (R) (Le,,<P8 is R-ergodic); 

(ii) cia is R-Abelian, in the sense of Lanford and 
Ruelle. 26 

Proof of Theorem 6.1: (a) It follows from Eqs. 
(6.3)-(6.5) and (6.8) that the modulus of the coef­
fiSienl of Ar in Eq. (6. 9) is majorized by Ilif 11(21 t! X 
IIBIIIIBIi)r/r! Thus,we may differentiate Eq.(6.9) term 
by term with respect to A. Hence, using Eq. (6.4), 
o - .t ~~ A 

oA a'(A,tjAh=o = - z fo dt l <P8([A 8(t),B8 (t l >1 - )Fl(t l )· 
(6.17) 

Since $1\ is invariant under Tt(R) , it follows from Eq. 
(6.10) that Eq. (6.17) is equivalent to the required 
formula (6. 12). 

(b) Equation (6.13) follows directly from the appli­
cation of the KM§. c0E.ditions for <P 8 (cf. Def. 2.3) to 
our Def. 6. 3 for K8 , Ga. 

(c) It follows from (b), together with Eq. (6. 15),Def. 
6.3 and Lemma 3.2 that 

iwlKa(A,B;w) - fa(w)Ga(.4,~;w)] = 0, V WE R. 

Since K 8 (.4, i; .) and G 8 (.4, B; .) are bounded functions 
of t, it follows from this last equation that 

where g is a constant with respect to w. 
~ ~ 

V W E R, 
(6.18) 

LetA,Bbe self-adjoint. Then it follows from Def. 
6.3 that K13 (A,B;w), Ga(A, i;w) are the complex 

conjugates of K13 (A,B; - w), 'O a(..4,.8;- w), respect­
ively. Hence by Eq. (6.18) and the fact thatfs is an 
even real-valued function on R, it follows that g is 
real and, therefore, 

~ 

ImKa(.4,B;w) =fa(w) ImGa(A,B;w), Vw E R, 

as required. 

(d) Let {hn} be a sequence Qf S-class functions on R, 
whose Fourier transforms {hn} possess the following 
properties: 

(i) lin (0) = 1, VnE Z+, 

(ii) limhn(w) = 0, VWER\O; 
n"' OO 

(6.19) 

(6.20) 

and (iii) there exists a, finite N such that Ih,. (w)! < N, 
V n E Z+, w E R. Let {kn} be the sequence of functions 
on R defined by 

k (w) = I.a (w)h (w). (6.21) 
n " 

Then it follows from Eq. (6.15) thatfa is a mult~:l)lier27 
in S and that Ifa(w) I :s ](3, V WE R. Hence i.k,,} is a 
set of S -class functions which satiSfies conditions 
(i)-(iii). We shall denpte by kn the function whose 
Fourier transform is k" • 

It fol!9ws I.!0w from Eqs. (6.1S), (6. 21), and the fact 
that {h }, {k } satisfy property (i) that 

n n 

g = fotdwlKs(A,B;w)li,,(w) - Ga(.4i;w)kn(w)], 

i.e., 
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g = 1: dt [Ka (A,B;t)hn(t) - G13 (A,h;t)k,,(t)], 

Vn E Z+. 
By Eqs. (3,..,6), (6.10),and (6.1l),and the invariance of 
Qa under Us(R) , this last equation may be written in 
the form 

g=- i l:dthn(t)(n13,(ABUB(- t)EB -BBUB(t)AII)QII) 

+ l:dt kn(t)(Qa,(AsUe( - t)ia + haUB(t)Aa)Qa), 

V n E Z+. (6.22) 

4et {ia,J be the family of spectral projectors for 
Ua(R),Le., Ua (t) = f eiAtdEe,A.' the integral being taken 
as the strong limit of the Riemann sums. Then 

L: dt h,.(t)UB(± t) = I::dt h/t) (£: e±iA.tdEa,A.) 

= (271) 1/2 1.: lin (± A)dEe.A. 

Hence, it follows from properties (i)-(Hi) that 

(6.23) 

Likewise, using Eqs. (6.15) and (6.21), 

~~ l:dt kn(t)U/3 (t) = i{3(271)1/2Ea (0). (6.24) 

Thus, we can now use Eqs. (6. 23) and (6.24) to equate 
g to the limit, as n --> 00, of the right-hand side of Eq. 
(6.22). Hence, using the fact that fi13 E Ell (O):fC II ' 

I~ ~ ~~ ~ ~~ A 

g = - i(271)1 2(OB,[EB (O)AaEB(O),E a (O)BaEa (O)LOa) 
/ 1 ...... ..... ............ ...... 1"..... ...... 

+ (271)1 2z{3(OB' [E13 (O)AaEa(O) , E 13 (O)Ba Ea(O)1+0 a)' 
(6.25) 

Now it follows from Lemm~ 3.2 together with Eq. 
(3. 6) and the definition of Ee (0) that, for all t E R, 

...... -:-...... ...... -:-...... d........... ...... 
Ea(O)BaEe(O) = Ee (O)Ba(t)Ea (0) = dt Ea (O)Be (t)Ea(O) 

d ~ A ~ 

= dt EB(O)BaEa(O) = O. 

Thus, the first inner product in Eq. (6.25) vanishes. 
Further, the second inner product also vanishes in 
the case where {Ea(O)GaEa (O)}" is Abelian. Hence, 
in this case,g = 0; and consequently Eq. (6.18) re-
duces to the required formula (6.16). QED 

Comment: This theorem provides a relation be­
tween the "linear part" of the response of § to an 
external force, on the one hand, and the correlation 
function Ga on the other. Since this latter function 
depends on the spectrum of He [generator of (fa (R)J, 
we see that the FD theorem provides a relationship 
between the response of S to external forces, on the 
one hand, and the spectrum of Ha on the other. This 
relationship could be of some significance for the 
purpose of obtaining inform~tion, by experimental 
means, on the spectrum of Ha' 

C. Classical Limit for S 
We shall formulate' conditions which suffice to ensure 
that the response functional g: reduces in an appropri­
ate limit to the response of S to a "classical" force 
(suitably defined). 
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De finition 6.4: We term ¢ to be a-quasicoherent 
with ~espect to (E, T) if: 

(i) cp,Bare functions of a real-valued parameter a, 
in which case we shall indicate the a dependence of 
cp, B, 'J, Fr by a suffix a; and 

(ii) there exists a real-valued function F on R such 
that _ _ _ r 

limcfJa(Ba(t)·· ·Ba(tr)) = IT F(tj)' 
a->O j ~l 

V t l' ... ,tr E R, r < co. 

Note: According to this definition, a-quasi coher­
ence is a weaker property than coherence, in the 
sense used by Glauber 2 : for the latter property re­
quires the factorization of '$(B(t l )·· .B(tr» into the 
product ITj~l '$(B(tj )), without any limiting procedure. 
We shall construct a class of a-quasicoherent states 
in the Appendix. 

Theorem 6.2: With the above definitions and 
assumptions, let ¢ be an a-quasicoherent state with 
respect to (.8,"T). Then 

lim 'Ja(.~.,t;A) 
a->O 

00 

= ¢ (i) + 6 (iA)r 1t dt ft1dt '" fr-ldt a r=l 0 1 0 2 0 r 

X F(~)'" F(lr) (ia;rya,-l (tr )·· ·rya.-l(tl)Aa(t», 

V A E a, A,t E R. (6.26) 

Proof: Assume that ¢ is a-quasicoherent with re­
spect to (B, 'T). Then it follows from Defs. (6. 2) and 
(6.4) that 

lim Fl.a(t) = F(t), 
a"" 0 

and 

limFr a(s2"" ,s ; t ) 
a-+O ' r r 

_ F(tl)" ·F(tr) if s2 = s3 = ... 
- 0 otherwise 

(6.27) 

= sr = - 1 . 
(6.28) 

Consider now the form of Eq. (6. 9), with suffixes 
a added to 'J,Fr, 1fJ,13. The modulus of the coefficient 
of Ar in this equation is still majorized by IIAII(2It I 
x liB 1lllhll)r /r!; and thus the right-hand side ofthe equa­
tion converges uniformly with respect to a. The re­
quired result then follows trivially from Eqs. (6. 9), 
(6. 27),and (6.28). QED 

Comment: One can re-express Eq.(6. 26) in the form 

lim ~a(A,t;A) = $a(UaF (t)ii1F(t)), 
a->O 

whe}'e {~F (t) r t E R} is the set of unitary operators 
in JC B defined by 

where Ha is the generator of Ua (R). Thus, in the limit 
a -7 0, the effect o} S on S is that of a time-dependent 
perturbatioll F(t)B, where F is a real-valued function 
onll. Thus,S acts as the source of a "classical" force 
on S in the a-quasicoherent limit (a -7 0). 

7. CONCLUSION 

We have constructed a C*-algebraic formulation of the 
dl'"namics of a pair of co~pled systems, of which one 
(S) is finite and the other (S) infinite. This formulation 
has been based on the physical assumptions (i)-(iii), 
speCified in Sec. 1. 

The prinCipal consequences of these assumptions are 
as follows. 

(i) The dynamics of the Compound system (8 + S) is 
given by Theorem 1.1. In particular (Corollary to 
Theorem 4.1), the Salways remains normal and that 
of S always remains in the island ga' This last result 
thus exhibits some of the physical significance of the 
concept of an "island of states." 

(ii) The evolution of S is given by the GME stated and 
proved in Theorem 5. 1. This GME may be regarded 
as the generalization of the Liouville equation to open 
systems. This GME should find natural applications 
in the theories of irreversibility and ergodicity. 

(iii) In cases where the S-S couplin"g is of the type 
given by Eq. (6.1), the response of S to the driving 
force generated by S corresponds to the functional 'J 
[Eq.(6.7)1. The linear part of 'J obeys a generaliza­
tion of the fluctuation theorem to infinite systems 
(Theorem 6.1): Apart from its theoretical signifi­
cance' this theorem might have some empirical use­
fulness for reasons indicated in the Comment follow­
ing Theorem 6.1. Finally, in cases where the initial 
state of S possesses the a-quasico,!lere!2,t property 
specified in Def. 6.4, the effect of S on S reduces, in 
the limit a -7 0, to that of a "classical" time-depen­
dent external force. Thus, the a-quasicoherence limit 
corresponds to a classical limit. 
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APPENDIX 

We shall now construct an example of an a-quasi­
coherent state. It may be seen that the state will 
correspond to that of a simple harmonic oscillator, 
appropriately displaced from its mean equilibrium 
configuration. 

Let Wbe a strongly continuous map from C into the 
unitary operators in :fe, such that 

W(z)W(z') = W(z + z) exmi(lmzz'), 

and -
W(O) = I. 

V Z,Z'E C, (AI) 

(A2) 

Then W is a regular Weyl representation28 of the can­
onical commutation relations in X. It follows from 
Eq. (Al) that 

W(zo) W(z 2)' .. W(z I) W(- 2 0 ) 

_ II 
= W(zl + 2 2+",+ 2 / ) expi ~(ImEozm) 

I m=l 

+ ~ ~_ 1m (2' m 2n) I , 
m.n-l \ 
m<n 

(A3) 
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Assume now that (j, is the W * -algebra generated by 
{W(z) Iz E C}, and that the group T(R)( E Aut a) is 
given by 

- -:r(t)W(z) = W(zeit ), V t ER, z E C. (A4) 

By choosing W to be the Fock representation of the 
Weyl algebra, we ensure 29 that F(R) is a group of 
spatial automorphisms of (1, unitarily implemented 
in ~ by a strongly continuous representation of R. 

For a E R, we specify Ra( E a) by the formula 

B = a- 1J dk f(k/a)W(k). 
a R 

(A5) 

where f is a continuous function, of class L (1), on R, 
and where the integral is the strong limit of Riemann 
sums. We also define CPa to be a normal state on (i, 

of the form 

(A6) 

where xo( E R\O) and ~(E (it) are independent of a. 
It follows from Eqs. (3.1) and (A3)-(A6) that,for 
l<oo, 

1)a (Ea (t 1)· .. Ba(t z » 
= a-z J dk 1•· .dk/(k 1/a)·· ·f(kz/a) 

RZ 

x iii(W(k 1e it1 + ... + kze itZ )) 
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x exp _0_:6 k cost (
iX z ) 
ann 

n=l 

x exii ± k"fn sin(tm - tJ 
\ m,n=l '! 

m<n 

Hence, using a change of variables k m --7 akm, 

¢a(Ra (t 1)· .. Ea (t z» 
z 

= J dk 1·· ·dkzf(kz)exp ixo L:;kncostn ) 
R Z n=l 

X ~(W(ak1eitl + ... + akze itZ» 
z 

xexp (iia 2 m,E1 kmknsin(tm- tn)). 

rn<n 

(A7) 

Since W(O) = IandfE L(l)(R),it follows from the nor­
mality of tj; and the strong continuity of Wthat the 
application of Lebesgue's theorem to Eq. (A 7) yields 

lim ¢a(Ra(t1)·· .Ra(tz)) = F(t1)" 'F(t l), 
a-->O 

Vt, ... ,~ER, (A8) 

where F(t) = J dkf (k)exp(ik cost), V t E R. 
R 

Thus,by Eq.(A8) and Def.6.4, 1) is ana-quasicoher­
ent state with respect to (lJ, 'T), as required. 
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By developing an analogy between the Feynman path integral and contour integral representations of the special 
functions, we obtain WKB formulas for barrier penetration from a path integral. We first show that there exists 
for the path integral a notion of contour independence in the time parameter. We then select an appropriate 
contour to describe the physical situation of barrier penetration and obtain asymptotic formulas from the func­
tion space integral. The method is interpreted as a path integral derivation of the complex ray description of 
barrier penetration. In the last three sections we investigate several canonical'problems of the theory of com­
plex rays with these path integral techniques. 

1. INTRODUCTION 

Many asymptotic formulas of quantum mechanics 
have been derived from the Feynman path integral 
(Refs. 1-6). However,formulas associated with bar­
rier penetration have not been obtained in this man­
ner. Here we obtain these "nonclassical" effects 
from a path integral representation. Our method 
may be viewed as an analogue in function space of 
contour representations of the special functions. That 
is, we perform an analytic continuation of the func­
tion space integral with respect to the time para­
meter and develop a notion of contour independence 
in this parameter. Then, by selecting an appropriate 
contour, we extract the asymptotic behavior of the 
function space integral. 

Consider the Green's function G for the one-dimen­
sional time independent Schrodinger equation 

112 d2 
- -- G(x,x' IE) + (E - V(.\» G(x,x' IE)= 116(x - x'). 
2m dx 2 

G may be represented as a Fourier transform, 

G(x,x'IE + iE) = -i fa dt exp[(i/1I) 
o 

(1. 1) 

X (E + iE)t]K(x,tlx',O), E > 0, (1.2) 

where K, the kernel of the time-dependent Schrod­
inger equation, is represented as a path integral, 7 

K(x,tlx',O) = J!Dx(·) exp{(i/11)S [x(·),t]}, 

x(·) EP(x,tlx',O). (1.3) 

Here p(x, t I x' ,0) is the set of paths connecting the 
space-time points (x',O) and (x,/). S[x(·), t] is the 
action functional of classical mechanics. 

When x and x' lie in the same classically allowed re­
gion of space, one may extract the asymptotic be­
havior of G (as 11 vanishes) directly from representa­
tion (1. 2) and (1. 3). In this case the method of sta­
tionary phase in function space is applicable. How­
ever, when x and x' do not lie in the same allowed 
region, the method fails since no real, critical path 
at energy E connects x and x'. 

To treat this case we introduce an equivalent func­
tion space integral representation of G. This equi­
valent representation is based upon an explicit ana­
lytic continuation of K(x, I lxi, 0) into the lower half t 
plane by means of a function space integral. As will 
be discussed in more detail later, existing path inte­
grals, valid in the lower half t plane, are not directly 
applicable. In Sec. 2, in order to obtain a useful re­
presentation, we introduce a notion of the path inte­
gral being independent of contour in the t plane, and 

we show that the representations in question possess 
this property. In Sec. 3, we utilize this contour inde­
pendence by selecting a particular contour which is 
appropriate to· the problem at hand. From the func­
tion space integral along this contour, we extract the 
asymptotic behavior of G. 

Usually barrier penetration is not considered a semi­
classical phenomena. Certainly it cannot be described 
in terms of real classical paths at fixed energy, which 
is the primary reason that the effect has not been 
obtained in previous asymptotic evaluations of path 
integrals. s However,it is known9 ,10 that complex 
valued solutions of Newton's equations do penetrate 
forbidden regions. Further, if these complex rays 
are used to construct semiclassical wavefunctions, 
agreement with WKB calculations is obtained. It is 
this complex ray description of barrier penetration 
which we obtain from the path integral, as may be 
seen from the final formula specialized to one bar­
rier, Eq. (3.9). In fact the path integral provides the 
most direct derivation of the complex ray formulas, 
in that both the equation defining the dominant path 
and the approximate Green's function are obtained 
directly from an exact representation of G. 

Complex ray methods, while useful in many specific 
problems,ll have been plagued with mathematical 
difficulties. For one,in the general case,no rule 
exists which provides a rationale to select the para­
meter with respect to which the analytic continuation 
is to be made. For quantum mechanics the path inte­
gral provides the rule. Our calculations show that the 
time t is the natural parameter .12 Secondly, the glo­
bal validity of complex ray methods is difficult to 
establish. It is very unlikely that path integral me­
thods will soon answer the questions of global exis­
tence by providing error estimates accurate "in the 
large." Nevertheless, the path integral provides an 
alternative view of the complex rays, a view based 
upon extremely direct cal culations. As such, it should 
provide insight into these difficult problems. For this 
reason we use our methods to study several "canoni­
cal problems" in the theory of complex rays; the lin­
ear potential (Sec. 4), the parabolic barrier (Sec. 5), 
and the repulsive coulomb potential for the radial 
SchrMinger equation (Sec. 6). The last example is 
included primarily to extend the theory to include the 
radial Schrodinger equation. 

In the first two examples there is a feature of parti­
cular interest, namely, integrands possessing critical 
points which coalesce. In the linear case, when both 
x and x' lie in the claSSically forbidden region, a pair 
of such points produces the relative factor of 
~ exp(~i1T) between the "direct" and "reflected" 
terms, Eq. (4.14). In the quadratic case, as E ap­
proaches the top of the barrier, an infinite number of 
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critical points coalesce at infinity (Fig. 7), preventing 
the approximation from being uniform. 

The idea of an analytic continuation of the path inte­
gral with respect to time is not new. Our starting 
pOint,Eq.(2.1),was used by Babbitt 13 and by Feld­
man 14 in early proofs of the existence of the path 
integral. However, to our knowledge, we are the first 
to formulate this notion of the contour independence 
of the Feynman path integral and to utilize this pro­
perty for calculational purposes. The present work 
may be viewed as the first application of the "exis­
tence formulas" of Babbitt and Feldman. 

While the general analogy between this work and con­
tour representations is striking, it does not cover the 
specific details of the actual continuation procedure. 
In fact, no natural analogue of this procedure exists 
for classical, N -dimensional integrals. Such an ana­
logue would be the continuation of an integral such as 

J ... J dx 1 " • dxNf(x l , ••• ,xN) with respect to the 
labeling indices (1, 2, ... , N). In function space this 
labeling is continuous, making the entire procedure 
possible. 

2. PATH INDEPENDENCE OF THE 
REPRESENTATIONS 

In this section we define the basic representations 
and develop the notion of contour independence for 
these representations. Consider any point to in the 
lower half complex t plane. To define K(x,tolx',O), 
it seems natural to partition into N subdivisions the 
ray connecting the origin with to (Fig.1),and to con­
struct the path integral as a limit of N-fold integrals 

K(x,t Ix',O) = lim ( mN )N/2 Joo ... Joo dx .. 'dx _ 
o N->oo 2rrint -00 -00 1 N 1 

o 

x exp[~ t (mN(X -x_1)2 - V(x/o)~, 
Ii j = 1 2t 0 J J J N 'J 

(2.1) 

Certainly if V(·) is (real) continuous and bounded 
below, the N-fold integral exists-convergence being 
guaranteed by the Gaussian term. In fact for such 
potentials Babbitt has proven that (2.1) is a valid 
representation of K in the lower half t plane, and 
Feldman has extended this class to include all poten-

t 
Im(t) 

t plane 

---------+-::.--,---------Re(t)----

FIG. 1. Partition of ray. 
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tials which are Riemann approximable and bounded 
below .15 He also established that the limit is inde­
pendent of the partition of the ray. In this paper we 
consider the N-fold averaging together with the limit 
on N as the definition of a function space integral and 
denote it by 

K(x,tolx',O) = J x(')EP(x,tolx'.O) !Dx(·) 

x exp{U/1'E)S[x(·),t o]} (2.2) 

In definition (2. 1) the variables of integration {x) are 

real. This forces the class of paths p(x, to I x' ,0) to 
be composed of real-valued functions along the ray, 
that is 

p(x,tolx',O) == {x(.) :ray --7R I x(O) =x',x(to) = x}. 
(2.3) 

However, this representation is not particularly suit­
able for asymptotic evaluation. The saddle point 
method (in function space) indicates that, as Ii vani­
shes, certain critical paths should dominate the be­
havior of the integral. These critical paths are de­
fined by the variational problem, 

6S[x('),t o] =0, x(O)=x', x{to)=x, (2.4) 

or equivalently by the two point boundary value pro­
blem, 

d 2x( T) dV () () m--=--, x(O) =x', xto =X. 2.5 
dT2 dx 

In general the solution x(·) of (2.5) will not be real 
valued along the ray connecting the origin with to' 
[This may be easily seen by solving (2.5) in a simple 
case such as the linear potential.] Thus, the critical 
path x(· ) will not be a member of the class P. 

One's first thought is to modify representation (2.2) 
by enlarging the class P to include complex valued 
paths. We are hesitant to do this, however, because of 
the extreme convergence difficulties which would re­
sult,16 We prefer to replace the ray connecting the 
origin and t with a general rectifiable contour r: T = 
T(S),SE[0,1], T(O)=O, T(1)=t o' This replacement 
is permissible because, as we will now show, there 
exists a notion of contour independence. In Sec. 3 we 
show that the replacement is useful for asymptotic 
evaluations. 

t 
Im(t) 

plane 

---------f...:;:-------- Re (t)_ 

FIG. 2. A typical contour r. 
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If contour r has decreasing imaginary part (Fig. 2), 

(2.6) 

an N -fold partition of r will certainly yield an N fold 
convergent integral. The following simple lemma 
makes it clear that the path integral exists along r, 
actually being independent of r. 
For notational convenience we define the operators 
Kt as 

(Kt IJ; )(x) == Joo K(x, t I x' ,0) lJ;(x ')dx' , 
-00 

IJ;E L2(R), Imt:s 0, (2.7) 
and K~ as 

(K~IJ;) (x) = -.- . . . dx' •• dx _ 
(

mN )N/2 Joo Joo 
21fzlit -00 -00 0 N 1 

X exp[i ~(mN (x j -xj _1)2 - V(x j ) .£)~IJ;(xo), 
liJ~ U N~ 

IJ; E L2(R), Imt:s 0, XN = X. (2.8) 

The operators Kt form a holomorphic semigroup in 
C-, the lower half t plane union the real axis, and the 
operators K~ are uniformly bounded (in N) by 1,17,18 

Lemma: For any T and T 1 such that T, T l' and 
( T - T 1) all lie in the lower half complex ·plane, 

KTIJ; = lim K;;K~-Tl IJ; for alllJ; E L2(R). 
N~oo 

Proof: Consider two complex numbers T and TV 
satisfying ImT < 0, ImTl < 0, and Im(T - T1 ) < 0. 
Since KT is a holomorphic semigroup in C; 

Applying representation (2.1), one obtains 

KT == (limKJ)' (limK~T-Tl\ 
N-.oo N-+oo 

(2.9) 

(2. 10) 

where the limits are taken in the strong sense. The 
operators KJ, are uniformly bounded (in N) by 1. 
Using the fact that the product of two strongly con­
vergent, uniformly bounded sequences of operators 
in a Hilbert space is itself strongly convergent, con­
verging to the product of the limits, one concludes 

KT IJ; = A!.~ (K~lK~-Tl)lJ;) V 'ii E L2(R). (2.11) 

This lemma extends to finite products. Consider any 
rectifiable contour r possessing pro.)erty (2.6), and 
select any polygonal approximation of r, with ver­
tices (TO == 0, T1>"" TM-1, TM == to) lying upon r. 
The extension of the lemma applies, yielding 

K tOIJ; = KTI K(T2-T1 ) • •• K(TM-T M-l) 

= lim [K;}K1T2-Tl) ••• K%M-TM-l)]. (2.12) 
N~~ 

Since the same operator Kto is obtained for finer and 
finer polygonal approximations, we may pass to the 
limit. Thus, for contours r satisfying (2.6), we have 
the notion of a path integral representation of Kto 
along r, along with the fact that such representations 
actually are contour independent. As long as the path 
integral exists for real to,19,20 the above results 
immediately extend to include contours r satisfying 

(2.6') 

3. BARRIER PENETRATION FORMULAS 

In this section, armed with this notion of contour in­
dependence, we define a contour r appropriate to the 
problem of barrier penetration and extract from the 
path integral along r the asymptotic behavior. 
Throughout this section we assume that V( . ) is smooth 
enough to guarantee needed existence, uniqueness, and 
analyticity properties (Appendix). 

We consider Eq. (2. 5) for the critical path x( T) and 
seek those contours in the t plane along which the 
analytic function x( T) has constant (in fact no) imagi­
nary part. To describe these contours, we first solve 
the intitial value problem at energy ~ = ~R + i~l' 

T(X) =J'fi. J:' dz [~ - V(z)]-1/2, z,x',X E R. (3.1) 

As long as ~I ;e 0, the branch point of the square root 
lies off the real z axis. We restrict ourselves to 
~I > ° and, without loss of generality, fix x > x'. 
Select that branch of the square root defined by 

( ~ - V) + [(~ - V)2 + ~2]1/2)1/2 
(~_V)1/2=+ 'R 'R I 

2 

+ . (-(~R - V) + [(~R - V)2 + ~~F/2) 
Z 2 ' 

(3.2) 

where all radicals are positive. Under these restric­
tions, contours defined by (3.1) have decreasing ima­
ginary parts (as x increases from x' to x). 

Define D, a subset of the t plane, by 

D == {t E c-I t = ..fm/2 J:, dz [~ - V(z)]-1/2; 

x,x',z E R;x > x'; 

for some ~ = ~R + i~I' ~I > OJ. (3.3) 

Consider any toE D. Define ~ = Wo) by 

to = ,fYi112 1:, dz [Ht 0) - V(z) ]-1/2. (3. 1') 

Further, define a contour r by 

r:T(x)==..fm/2 J:' dz[~(to)-V(z)]-1/2. (3.1") 

r satisfies (2.6) and defines X(T), a real-valued solu­
tion of (2.5). Since r satisfies (2.6), the results of 
Sec. 2 justify selecting it as a contour along which 
path to integrate. 

But now, by construction, the critical path of this 
function space integral x( T) is real on r, hence, a 
member of the class of paths P. Expanding the ac­
tion functional S[x(·), to] about x(·) while retaining 
terms through second order, we approximate the path 
integral by 

K(x,tolx', 0) ""K"(.x,tolx',O) asli-70, (3.4) 

where 

R(x,tolx',O) == expiiJ;~ [;(~~y -V(X(T)}JdT~ 

x J1'(o.to I 0,0) ~x(·) 
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x exp~;1i J:O[m(~:y - a(7)x2Jd7~' 
a(T)= (d 2V) . 

dx2 FX(T) 

(3.5) 

This path integral, being Gaussian, may be calculated 
explicitly to yield 

( 
m )1/21 02S(x,to lx',O) /1/2 

R(x,tolx',O) = -.-
21TZIi oxox'· 

x exp[(i/1i) S (x,to lx' ,0)], 

S (x, to lx', 0) = J;~ d T [~m(:!t - V(x( T»]. 
(3.6) 

t 
v(z) 

E 

II 

FIG. 3. A typical barrier. 

t 
t plane Im(t) 

r 

I" 
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Finally, we relate this calculation to the problem of 
barrier penetration. Returning to Eq. (1. 2) and the 
case where no real classical path at energy E con­
nects x and x', we deform the path of integration of 
the Fourier transform to pass through the region D . 
In this region we replace K with its asymptotic ap­
proximation (3.6), and find that the integrand which 
results possesses a critical point to in D ,namely 

to = JYi J:' dz(~ - V)-1/2, ~ = E + iE, E > O. 

(3.7) 

The dominant behavior of G will be given by a neigh­
borhood of to and may be calculated by the saddle 
point method to yield 

G(x,x'IE + iE) = e<-311i)/llm) (~)(a2S)-lJ 1/2 
L\ 2 axax' aln 

x exp{(i/ti)[(E + iE)/o + S]}, S =S(x,ioix',O). 
(3.8) 

When (3.8) is specialized to a single barrier (Fig. 3), 
(3.7) is used_to express to in terms of ~,and E is 
set at zero, G becomes 

[ ( 
i J"< 1 G(x,x'IE) = -m[k{x)k(x'»)-1!2 exp r; " k{x)dx-Ii 

x K(x)dx + - k(x)dx, J
x
> i J'" )] 

x< Ii x> 

FIG. 4. Region D with typical con­
tours r and rAt. linear potential. 
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where k(x) == + {2m[E - V(x)]}1/2, 

K(x) == + {2m [V(x) - E]}1/2, 

x' < (x<) < (x» <x'. (3.9) 

Here the turning pOints are defined as x< and x> 
(Fig.4). 

Notice that (3.9) contains the WKB barrier penetra­
tion factor, as it should. We have succeeded in ob­
taining a complex ray description of barrier penetra­
tion from the path integral. The entire calculation of 
Sec.3 is formal. As with all path integral calculations, 
no estimate of the error has been made. Neverthe­
less,Eqs.(3.1'),(6)-(9) provide explicit equations for 
the complex ray and approximate amplitudes. While 
we have restricted ourselves to one dimenSion, it is 
reasonable to expect that the methods will generalize 
to higher dimensions. There, of course, the formulas 
will not be as explicit. We now apply these methods 
to study several canonical problems in the theory of 
complex rays, canonical because they are local ap­
proximations to many potentials. For these examples 
we have explicitly verified that the formulas are 
asymptotic to G. 

4. LINEAR POTENTIAL 

Let V(x) equal gx, g> O. Further denote the turning 
point by x 0' x 0 == (E / g) , and fix x and x' satisfying 
x' < x 0 < x. In this case the region D (Fig. 4)1 is the 
intersection of the fourth quadrant with the interior 
of the circle centered at the origin with radius r: 

r2 == (2m/g) (x - x') (4.1) 

We remark that for t restricted to the boundary of 
this circle, the energy ~ for the solution of the classi­
cal Eqs. (2. 5) is real, while for points I inside D, 
Im~ > O. For points I in D, r is given by 

r: T(X) = (2m/g2) 1/2 [(~ - gx') 1/2 - (~ - gx)1/2], 

m (g2/4 gi2 (x + x') ) 
~ == - -- + + (x - x')2 . 

2/2 4m 2 m 
(4.2) 

Along r,formula (3.5) yields 

In this simple case it is instructive to verify these 
formulas by actual application of the method of steep­
est descent. For the linear potential K,formula (3.5) 
is exact for all I in C-. [For any I in C- one need 
only to calculate the N-fold integral (2.1) explicitly 
and take the limit to verify K equals K.] Fixing x' 
< E/ g < x, we consider the Fourier transform 

G(x x'i E + iE) = e-31T>/4 - -. (m )1/2 f"" dl 
, 2rrn 0 11/2 

x exp{(i/n) [(E + i€) I + S]}, (4.7) 

S =' m (x -x')2 _ g (x + x')1 _~. 
2 I 2 24m 

Except at the origin, the integrand is an analytic 
function of I. It possesses four critical pOints 

±(g2/m)1/21 =([(E -gx') + «E _gx')2 + E2)1/2]1/2 

+ i[- (E - gx') + «E - gx')2 + €2)1/2)1/2} 

± {[(E -gx) + «E - gx)2 + €2)1/2]1/2 

+ i[- (E - gx) + «E - gX)2 + E2)1/2]1/2}, (4.8) 

where all roots are taken to be positive. Of these, 
denote the one in the fourth quadrant by 10 , and define 
a contour y from the origin through 10 to infinity by 
the following conditions: 

(1) Re[S(x,/lx',O) + (E + i€)/] 

= Re[S(x,t o Ix',O) + (E + i€)/o] on y and 

(2) y approaches the asymptote 

Im(t) = _(3)-1/2 Re(t) as I -; 00. (4.9) 

The contour y is a line of steepest descent, to which 

t plane 

Im(t)t Re(tl----

R{x, I Ix', 0) = (~)1/2 exp[i(m (x - x')2 _ JI " 
21fint n 2 I 2 0 

x (x+x')/-2~~/3)l lED. (4.3) 

Finally we apply (4.3) in the approximation of the 
Fourier tranform to obtain 

G(x,x'i E) = -m[K(x)k(x')]-1/2 

exp(i t 1g 
k(x)dx - 1 f K(X)dX), n x' n E/g 

(4.4) 

where 

K(x) == + [2m(gx - E)]1/2, 

k(x') == + [2m(E - gx')]1/2. (4.5) 

A similar calculation with x and x' fixed satisfying 
Xo < x' < x yields 

G(x,x' IE) = - m[K(x)K(x,)]-1/2 exp(_l t K(X)dX). n x' 
(4.6) 

FIG. 5. Lines of constant Re(S + E I), linear potential, x' < Elg < x. 
Arrows denote direction of increasing Im(S + EI). to is the critical 
point. 
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the path of integration may be deformed (Fig. 5). 
Along y we calculate the integral by the method of 
steepest descent.21 ,22 This simple calculation esta­
blishes that G is asymptotic to C, Eq. (4. 4): 

G(x,x'i E) "" C(x,x' I E) + O(lioC), 
0<0 < i, as Ii -7 O. (4.10) 

Expression (4.10) is not uniformly valid as x and x' 
approach the turning point (E/ g). In our framework, 
the origin of the nonuniformity is that the critical 
points "coalesce." As x approaches (E/g) from above, 
x' fixed, the complex conjugate pairs of critical points 
approach the real axis, colliding when x = (E/ g)23; as 
x' approaches (E/ g) from below, x fixed, those critical 
points with identical real parts collide at the imagin­
ary axis; and as both x and x' approach (E/ g), all four 
critical points collide at the origin. In these cases it 
is unreasonable to expect anyone member to of a 
colliding set to dominate. When two critical points 
coalesce, both must be taken into account.24 ,2 5 We 
turn now to a case where colliding critical points 
playa particularly important role. 

Fix x and x' such that (E/g) < x' < x. Equations (4.7) 
and (4.8) still apply. As shown in Fig.6,the contour 
y defined by conditions (4.9) now passes through both 
critical points in C-,to,and tb. Once again the path 
of integration may be deformed to coincide with y. 
Breaking y at t b, we separate the Fourier transform 
into two integrals 

G(x,x'i E) = e(-3rri)/4 (m/21T1i)1/2 [II + I2J, 

where 

II == t! dt/ exp(i (Et + S)\ 
y t 1 2 Ii J 

and 

12 == t' -exp !:...(Et +S) • Joo dt~· ) 
y 0t1/2 Ii 

t plane 

Im(tlt 

(4.11) 

(4. 12) 

(4.13) 

Re(t)_ 

FIG. 6. Lines of constant Re(S + Etl, linear potential, E/g < x' < x. 
Arrows denote direction of increasing Im(S + Etl. to and t~ denote 
the critical points. 
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Applying the method of steepest descent to both II 
and 12, notiCing that 12 is only "one -half Gaussian," 
we obtain 

G(x,x'i E)1/2 = -m[K(x)K(x')-1/2 [exp(- k- J:' K(X)dX) 

+ e(i1T
2
)/2 exp(l t/g 

K(x)dx _1 f; K(X)dX)] 
'It x' Ii E g . 

+ 0 [Ii 0 exp (- k- £~ K(x )dX)] , 0 < 0 < i . 
(4. 14) 

For fixed E/g < x' < x,the second term in (4.14) is 
exponentially small when compared with the first, 
and Eq. (4. 6) yields the correct asymptotic behavior 
of G. However, the second factor in (4.14) must be 
kept if the approximation is to be uniformly valid as 
x' approaches the turning point E/ g. As mentioned 
above, two critical points coalesce and both contri­
bute to the asymptotic value of G. 

The relative factor i exp( i irr) between the two terms 
in (4. 14) is particularly interesting. Seckler and Kel­
ler interpret this factor as the result of a loss of 
"one half the wave" into the allowed region, together 
with a phase change due to reflection from the turn­
ing point. In their work the factor arises due to the 
boundary condition of a purely outgoing wave at (-00). 
In our derivation, the i may be traced to the fact that 
12 is only "one half a Gaussian," while the eiIT/2 is 
due to the rotation of y by ei1T / 2 at tb. 

Finally this example indicates that the path integral 
representation may be extended beyond D , and that it 
must be so extended if uniformly valid approxima­
tions are sought. Here R is exact for all t in C- indi­
cating that the region D is somehow artificial. Noti­
cing that the critical point to' lying outside of D , is 
reached by a change in branches of the t versus E re­
lation, one is tempted to extend D by a switch of 
branches. In fact,for the linear case, a candidate for 
the contour r [satisfying conditions such as (2. 6')J 
does exist for points lying outside of D. However, as 
shown in Fig. 5, it possesses an asymptote which 
makes it necessary to tie together (-00) and (+00) in 
some fashion. One way to accomplish this is to fol­
low r M , also depicted in Fig. 5. Since Kt is a semi­
group in C-, it may be path integrated along r M , the 
critical path becoming real as M -7 + 00. In this way 
it should be possible to extend the region D . 

5. PARABOLIC BARRIER 

Let Vex) = -igx2 , g > 0, denote the turning points by 

x± = ±(/2fED(g,and fix x' < x_ < x+ < x. In this 
case formula (3.9) yields 

C(x,x': E) = - m[k(x)k(x')-1/2 exp~ i [r- k(x)dx In x' 

+ £: k(x)dx + iIElrr(;f/2
]\, (5.1) 

where 

k(x) = + [2m(E + i-gx2)]1/2. (5.2) 

Again it is instructive to verify this formula by the 
method of steepest descent. R is exact for all t in C-. 
We consider the Fourier transform 
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G(x,x'i E + if) := e<-3wi)/4 ('m:~~/2) 1/2 J; 
X {sinh[(g/m) 1/2t]}-1/2 exp{(i/Ii) [(E + if)t + 5]}dt, 

(5.3) 
where 

5 ==5(x,tlx',0) 

:= (~mg)1/2{(x2 + x'2) coth(g/m)1/2t] 

- 2xx' csch[(g/m)1/2t]}. (5.4) 

The integrand is an analytic function of t with the ex­
ception of the points t :=imr(m/g) 1/2 , n€{O, ±1, ±2, •.• ). 
As E vanishes, the critical points are defined by in = 
tnJl. + itn l' 

t n 1 = (2n + l)7T(m/ g) 1/2, 

2E Sinh2«g/m) 1/2t ) g nR 

= x2 + x'2 + 2xx' cosh(~g7m tnJl.)· (5.5) 

For each value of n,(5. 5) admits four solutions (Fig. 
7). 

We now choose an appropriate contour y. This choice 
is not uniquely determined, the only requirement be­
ing that one must bound the error along it. In the 
fourth quadrant the two critical pOints for n = -1, 
t< and t> in Fig. 8,lie closest to the real axis and 

t Plane t 
9 7rJW 

Im(t) .. • --- ~ 

.. • -- 77rf-i ~ 

.. • --... 5 7rJW ~ 

.. • - 37rJW -9 .. • -. JW -.. • -. -1rfgf -.. • -. -37rJf -.. • -. - 57rJ'f ~ 

.. • -. -77rW -9 .. • - -91rJW 
9 -.. • - -111rJW" -

t plane 

Im(t)t 

would be expected to dominate the integral. We de­
fine the first part of y as that line of constant 
Re[Et + 5] connecting the origin with t<, along which 
Im[Et + 5) is monotonically decreasing from the 
origin to t< (Fig. 8). From t<, 'Y is defined as the 
line (lmt) := -1T(m / g) 1/2 through t> on to infinity. 
Notice that along this second portion of 'Y, Im[Et + S J 
is constant, and the method of stationary phase is ap­
plicable. Once again a standard calculation establish­
es that the path of integration may be deformed to 
coincide with 'Y. 

Breaking'Y at t<, we separate the Fourier transform 
into two integrals, 

(5.6) 

II == ~t: [Sinh(fmt)rl/2 
exp(i(E + iE)t +5]), 

(5.7) 
and 

12 == ~7< [Sinh (fmt)] -1/2 exp(!;«E + iE)t + s~ . 
(5.8) 

Calculating the first by the method of steepest des­
cent and the second by that of stationary phase, we 
obtain 

• ... 
• ... 
• ... 
• ... 

• ... 
• ... 

t. t .. 
• ... 
• ... 
• ... 
• ... 

• ... 

Re f-

FIG. 7. Critical points for 
parabolic barrier. 
x' < x_ < x, < x. Arrows de-
note motion of critical points 
as E approaches the top of the 
barrier from below. "Outer" 
critical points coalesce at Ci). 

FIG. 8. Lines of constant 
Re(S + EI), parabolic poten­
tial,x' < -(2IE II g) 1/2 < 
+(2IE\/g)1/2 <x. Arrows 
denote direction of increasing 
Im{S + Et). 1< and t> denote 
the critical points. 
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II = - e(i1f)/4 exp(~(Et< + s~ ~ (1T1f) [2 (::;r/2 

and 

X sinh(! t<)Jl f 1/2 [1 + O(1f6 )], 

0<1) < ~, 

12 = e(i1f)/4 exp(~(Et< + S») ~ (111f) [2G:;) 
X sinh(tt<)rl~ 1/2 [1 + O(1f6)] 

+ e(-i1f)/4 exp(i (Et> + s~ ~ (21T1f) [I aa:~ I 

(5.9) 

x sinh(~t»J1~ 1/2 [1 + O(1f6 »), 0 < /) < i. 
(5.10) 

Adding, we compute that G is asymptotic to Ii, Eq. 
(5.1), 

C(x,x'IE) = Ii(x, x' I E)+O(1f6G), 0< tl < t. 
(5. 11) 

Here we have used (5.5) to express t> in terms of E. 

This result may be interpreted as a particle travel­
ing in real time until it strikes the turning point 
where its real time "freezes." It then penetrates the 
barrier by taking an excursion into complex time. 
Upon striking the second turning point, its complex 
time freezes, and it leaves the barrier with increas­
ing real time. Notice that the calculation establishes 
that Ii depends only upon t> and not upon t<. (Physi­
cally one might have expected t< not to contribute 
since it may be interpreted as arising from a motion 
"backwards in real time" due to a change in branch 
of the t versus E relation.)26 

Finally, we remark that Ii is not uniformly valid as 
E vanishes, since one half of the critical points move 
to infinity, Fig. 8. The change of varible t' = lit 
establishes that the transformed integrand has a 
countable number of critical points coalescing at the 
origin. Certainly one member of this set, r;,I, does 
not dominate the behavior of the integral. However, 

t 
U(r) 

other techniques 27 Show the uniformly valid expan­
sion will depend upon a countable number of these 
critical points. Since countable numbers of coales­
cing critical points arise in physical problems in­
volving resonances and "above barrier reflections," 
it may be necessary to understand such critical point 
behavior in order to treat these problems with the 
path integral. 

6. TWO ADDITIONAL EXAMPLES 

ill this section we mention two additional potentials 
for which the formula may be checked by other me­
thods. First,let V(x) = Vo[cosh(ax)]-2, a> 0, 
Va > O. Clearly formula (3. 9) applies (x' is to the left) 
of the barrier, x to the right). 

Since in this case no closed form of K(x, t Ix', 0) is 
known, Ii may not be verified as directly as were the 
preceding two examples. Nevertheless, the time­
independent SchrOdinger equation in this potential 
may be solved terms of hypergeometric functions. 28 
By using these to construct G, and then evaluating it 
asymptotically as 1f vanishes,one can verify Ii. We 
mention this only because this potential, due to its 
behavior at infinity, may provide a better model for 
above barrier reflection than the parabolic barrier. 

Rather than present the details of this verification, 
we prefer to consider an example involving the radial 
Schr5dinger equation. Let VCr) be a repulsive poten­
tial, and let the energy E be high enough that the effec­
tive potential [l(l + 1)1f2]/(2mr2) + VCr) has only one 
turning point ro' Fix r' > ro > r. We seek the asymp­
totic behavior of C as 1f vanishes: 

( 
1f2 d 2 

2m dr 2 
+ V(r) + l(l+ 1)1f2 -E)c(r,r'iE,l) 

2mr2 

=-15(r-r'). (6.1) 

Following Langer,29 we transform the singularity at 
the origin to infinity by the change of variable r = 
e-x , 

- - - + W(x) + L g(x, x E, L = - 15 x x, ( 
H2 d2 

), I ) (_,) 
2m dx2 

(6.2) 

w(x) 

L----

-L ~~-'---- -- -- --

J. Math. Phys., Vol. IS, No.8, August 1972 

FIG. 9. (a) U(r) = 
[l(l + 1)Jl2/2mr2] + VIr); 
(b) WI,,) = r V(e-') - E)e- Zx . 
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where 

L=!!3....(1+1)2 
2m 2' 

W(x) = (V(e-x ) - E]e-2x , and g = (r'r)-1/2 C. 
(6.3) 

In order to place (6.3) in a form suitable for path 
integration, 30 we Fourier transform on the variable 
L. The transform g satisfies 

( _!!3.... ~ +W(X)-ili~)g(x,x'IE,X)=O 
2m ax2 ax 

(6.4) 

lim g(x,x' IE ,X) = 5(x - x,), g == 0, X < 0, 
A .... O+ 

and may be represented as a path integral, 

g(x,x'IE,X) = J x(')€P(x,Aixl,O) 5)x(') exp(is(x(,),X»), 

S(x(·),X) = ~A G-m(::Y -W[X(T)]]dT. (6.5) 

g is then given by 

t 
VeX) t 

HE) 

Case(I): 

x' x 

Case(2): 

t 
Vex) 
~X-) 

Xi I '\ 

1 
t (El 

t 

Case (3): 
~x_) 
x' II \ 

t 
vex) 

Case(4): 

X' x (x-) 

t 
vex) 

Case (5): 

x' x 

g(x,x'IE,L) = i fOO dx expLixL)g(X,x'IE,X), 
Ii 0 \ Ii 

(6.6) 

We seek to eValuate this "X-path" integral asymp­
totically as n vanishes, L fixed. The situation is sket­
ched in Fig. 9,from which it is clear that there is no 
real critical path. However, the technique of Sec. 3 
applies with X playing the role of time. In this case, 
formula (3.8) becomes 

l!(x,x'IE, L) = m[Kw(x)k w(x')]-1/2 

where 

x exp(i to kw(x)dx _1 r Kw(X)dX) , (6.7) n Xl Ii Xo 

Kw(x) = + {2m[L + W(X)]}1/2, 
(6.8) 

kw(x') = + {2m[-L - W(x')]}1/2. 

Returning to the physical variables r, r' , and I, we 
obtain 

C(r,r'IE,l) = m[K(r)k(r')]-1/2 

exp(- i fa k(r)dr + 1 f K(r)dr) , rz ,.1 Ii "0 
(6.7') 

E-

E-

E-

FIG. 10. Sketches of potentials and their 
t(x, x' I E) vs E relation. Case (1): V(x) '" 
gx, g > 0; case (2):, V(x) '" - ~gx2, g > 0; 
case (3): V(x) = - 2gx2, g > 0; case (4): 
V(x) = ~gx2, g > O. 
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where 

K(r) = + [2m (-E + V(r) + (~::;2 1f2)] 1/2, 

k(r/) = [2m (E _ V(r /) _ (1 + i)2 ii2)11
1/2• (6.8') 

2mr'2 'J 
For V(r) = g/ r, g > 0, we have verified formula 
(6.7 ' ) by solving (6.1) in terms of Whittaker func­
tions and then evaluating its asymptotic expansion. 
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Even for real to the two-point boundary value pro­
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where 

K(r) = + [2m (-E + V(r) + (~::;2 1f2)] 1/2, 

k(r/) = [2m (E _ V(r /) _ (1 + i)2 ii2)11
1/2• (6.8') 

2mr'2 'J 
For V(r) = g/ r, g > 0, we have verified formula 
(6.7 ' ) by solving (6.1) in terms of Whittaker func­
tions and then evaluating its asymptotic expansion. 
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As in the Schrodinger case if v is the 0(2) quantum 
number of the radial wavefunction in the basis 
0(2,1) ::> 0(2), then r kDv/v+'1,k, q integers, is propor­
tional to the qth component of a tensor operator. 
Here Da is a dilatation operator defined such that 
Daf(x) = f(ax). A generalized Pasternack and stern­
heimer selection rule exists and matrix elements 
diagonal in the 0(2) quantum number can be derived 
group theoretically. 

Crubellier and Feneuille7 have used the Infeld and 
Hull generalized Kepler equation to generalize Arm­
strong's8 0(2,1) treatment of the nonrelativistic 
hydrogen atom to the k Dirac atom. The method in 
this paper differs from that of Crubellier and 
Feneuille7 who introduced a nonphysical two variable 
wavefunction. Here dilatation operators and one vari­
able physical wavefunctions are used. 

n. GROUP STRUCTURE OF THE GENERALlSED 
KEPLER EQUATION 

Consider the equation 

(
\72 _ (x - l)(Z + X + 1) + 2Z _ Z2)u{pecp) = o. (1) 

p2 P v2 

X here is a monotonic function of l, where l and v - A 
are integers. Z is the charge on the nucleus. This 
separates in the usual manner giving the solution 

u = R~(p)Y,!,(ecp), 

where Yk(ecp) is a spherical harmonic and R~(p) sat­
isfies the radial equation 

( 
d2 +!!£ + 2Z _ Z2 _ X(A + l))RA = 0, (2) 

dp 2 p dp P 1/2 P 2 v 

which is apart from minor variations of the general­
ized Kepler equation of Infeld and Hull. 4 A solution 
to (2) is 

RA = N e-zP/N(2ZP)AL2A+l (2ZP) (3) 
v AV v v - A-I V ' 

where L~:-x:.~'1 (2~P) is a generalized Laguerre poly­

nomial defined by 

a b r(a + b + 1)(- x)n 
Lb(x) =Z;~n!(b -n)!r(a +n + 1)" 

We have 

foOO R ~R~,p2dp = 6(w'), 

which requires 

_ 2 (Z3(v - X - 1)!)1/2 NA - • 
v - v2 r(v + X + 1) 

We now take the quantities 

K - 'f(V ± l)D ( ±- -v- v/v±l XViJ/iJXv 'f Xv ± v + 1) 

and K 0 = v under the inner product, 

f OOf 2' 
O AR~Y,;,X~R~;Y!r:,xv,~dxv,dO = o(vlI')o(ll') 

P " . Z3 

( 4) 

( 5) 

= 6(III1')6(ll')o(U'), (6) 

since X is a monotonic function of Z. Here 

Xv = zplv and dO = sinededcp. 

As in I,DV(V±1 is a dilatation operator defined such 
that Daf{P) =f(ap), which implies that 

Dv/v'!(xv ) =f(xv')' 

This gives 

and 

K±R~ = [(v 'f X)(v ± X ± 1))1/2R~±I' 

KoR~ = vR~, 

100 f v3 
R"YZx2[K+K_1RAYZ -dx dO o (! v m v v m Z3 v 

= - J:Ia R~Y,!,x~[Dv-l/v(xv-l iJ! iJXv-l - x v-1 + v) 

x DV/V-l(xViJ/iJX + Xv - V + 1) 
v 

- Dv+1/v(xv+l iJ/iJ XV+
1 

+ XI/+l - v) 

x DV/V+l(XViJ/iJX -xv+v+1)]R~Y';'(v3IZ3)dxvdO 
v 

= J J RtY,;.x~(- 2Ko)RtY,!, v
3 

dxvdO. 
o (l Z3 

Similarly [KoK±l = ± Ke 

Hence as in I, since the Y';' form a basis for a repre­
sentation of 0(3), the wavefunctions R~Y,!, for fixed m 
form the basis for a representation of the group 
0(2,1) x 0(3). We note the important point that in 
this scheme, it is the 0(2,1) x 0(3) states I Avm) for 
fixed m and not the 0(2, 1) states I AV) which form the 
basis of the Hilbert space. In this physical realization 
the radial wavefunctions R~ alone are not orthogonal 
with respect to X. 

Following I, we find the eigenvalues of the Casimir 
invariant 

G = K5 - i(K+K_ + K_K+) 

to be X(A + 1), and hence the wavefunctions R~~ for 
fixed m for a basis for the representation Dt+l of 
0(2,1) and:J)z of 0(3). 

Note that Eq. (2) is in fact equivalent to GR~ = 
A(A + l)R~ and hence is very similar to a type B 
Infeld and Hull factorization,4 with K ± acting as the 
step upstep down operators. 

Four special cases are considered by specifying X 
and p. The radial equations become 

(1) Schrodinger hydrogen atom p = r, X = l, 
(2) Klein-Gordon "hydrogen atom" p = r, 

X = - i + [(Z + t)2 - Z 2a 2]1/2, 

(3) k Dirac hydrogen atom p = ar where a = ilEal"" 
/-J. mass of nucleus and 

E= 1+---,--------,---,--( 
a2Z2 )-1/2 

(n + X)2 ' 

(4) Biedenharn's6 S Dirac hydrogen atom. In this 
case we have two iterated second order equations 
andp = r, 

A = + (k 2 - Z 2( 2)1/2 - t + t sgn(k). 

J. Math. Phys., Vol. 13, No.8, August 1972 
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The representation structures hence derived are in 
agreement with those given by Bacry and Richard, 9 

Barut and Bornzin10 and Lanik.ll 

m. TENSOR OPERATORS AND THE RACAH 
ALGEBRA 

Having established our formalism the extension of I 
to this more general case is straightforward. First 
we consider the commutation relations of the 0(2, 1) 
generators with the quantity (p k/(II + q) k-1 )Dv/v+q 
Af,(Ocp), k and q integers, where 

A!,(Ocp)Y~ = Y!,; 

and find that it transforms according to the qth com­
ponent of a tensor operator whose representation is 
of finite dimension equal to - 2k - 3 if k ~ - 2 and 
is labeled D-k-2 and of finite dimension and reducible 
but not fully reducible if k > - 2. This representation 
is labeled D,H1 . Both of these representations are 
nonunitary since the eigenvalues of K 'fK ± are not posi­
tive definite. 12 

As in I the Wigner-Eckart theorem holds so 

where C~;;~ is an 0(2, 1) Clebsch-Gordan coefficient. 
In I the representations were characterized by in­
tegers only; however, the derivation of the Clebsch­
Gordan coefficients in this case is unchanged except 
for the replacement of factorials by gamma functions 
at the appropriate places. Binomial identities used in 
their derivation are still applicable since the addition 
theorem for binomial coefficients, namely 

where 

(
a) r(a + 1) 
b = r(b + l)(a - b + 1) 

holds for all values of k 1 and k 2' 

We recall from I that the technique for deriving 
Clebsch-Gordan coefficients due to van de Waerden13 

and Bargmann14 requires the representation states 
be realized by normalized multispinorsNab~al1b. We 
then form an invariant coupling of two representa­
tions and a contragradient representation giving Eq. 
(12) of I, namely 

(6') 

Here the 0i are the three determinantal invariants 

O2 = ~37]1 - ~17]3' 

03 = ~17]2 - ~27]1' 

This implies 

or equivalently 

J. Math. Phys., Vol. 13, No. B, August 1972 

k1 = <1>2 + <1>3 - <1>1' k2 = <1>3 + <1>1 - <1>2' 

k 3 = <1>1 + <1>2 - <1>3' (8) 

Expanding the left hand-side of (6') gives 

(9) 

In order that the correct representations are coupled, 
we require k 1 and k 3 to be positive integers. This 
means that h, ~2' and 7]3 are bounded below and 7]2 is 
bounded above as required. Then by (7),<1>2 is a posi­
tive integer. The selection rule for negative k follows 
from (8), 

4>1 + <1>2 - <1>3 = k 1 :;, 0 

<1>2 + <1>3 - <1>1 = k 3 :;, 0 and <1>2:;' 0 

implies 0 ~ <1>2 ~ 1<1>1 - <1>3 1 • 

Substituting 

<1>1 = - .\ - 1, <1>3 = - '\' - 1, <1>2 = - k - 2 = s - 2 

gives 

2 :;::; s :;::; 1.\ - '\' 1 + 1. 

Comparing coefficients between (6') and (9) now gives 
the unnormalized Clebsch-Gordan coefficients. To 
normalize an orthogonality condition is required. 
This is derived by closer consideration of the direct 
product state 1.\II;kq), where the state Ikq) corres­
ponds to the tensor Dv/v±l AI,. The 1 quantum num­
bers have been omitted as being unimportant. The 
set of states 1'\11) form a basis for the unitary repre­
sentation Dt+1' so in this basis Kt = K'f under the 
inner product ('\' II' 1'\11) = 0 >..A' 0 v v' • However, the set 
1 kq) does not form a unitary representation, so if we 
demand that Kt = K'f in the direct product space, we 
must define the inner product in this basis to be 

(k'q'lkq) = (-l)qo(qq'). 

This is so since 

(k'q'IK±kq) = 'f [(k 'f q)(k ± q ± 1)]1/2(k'q' Ikq) 

from I, Sec. V. 

So (10) equals 

(10) 

(11) 

Now if 1'\11) = L;"'q C:,':~ 1.\'11'; kq> , taking the inner 
product with (kq;.\ "11" I gives as the required ortho­
gonality condition 

"'CAkA' C*AkA"(_ l)q = 0('\''\'')0(11'11'') LJ vqu' uqv" • (12) 
uq 

Finally then 
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AkA' _ (_ 1)k+q (r(A' - A - k - 1)r(A + X' + k + 3)r(A - A' - k - 1»)1/2 
C/lq/l' - r(A + A' - k) 

(
r(v' - A t)r(v' + A')r(2v' + 2)(- k - 2 _ q) !) 1/2 

X r(V + A + l)r(v - X)(- k - 2 + q)! 

"'(_ 1)t+k+J A' - v' + t) (k + v' + X - t) (A + V) k> _ 2; 
X 7' '\- k - 1 - q v' + A' t' (13a) 

AkA r(A - A' + k + 3)r(A' + v' + 1) '" r(k + v' - A - t + 1) 
CVqv : == (k + 1 + q)! 7'r(k + 3 + X - v' + t)r(A' + v' - t + 1)r{v' - A' - t)r(v A tHl ' 

In the second case, k + q < 0 has not been considered 
as the case q == 0 is of most interest. 

IV. MATRIX ELEMENTS 

To complete this paper the reduced matrix elements 
for the generalized Kepler problem are derived. 
This is done by considering the matrix element 

Since LiF+1 is a constant, the integral becomes a sum 

k ~ 2, k + q ~ O. (13b) 

of integrals of the form 

provided that b > - 1, i.e., provided that A + At + k + 
2> - 1. Substituting for 

from (13) gives 

(x'!lTkII A) == 1 _1_ r(A + A' + k + 3)r(A - A' - 1), k ~_ 2, 
2 (2ZP r(A + A') 

(14a) 

or 
1 1 ( r(A + A' + k + 3) )-1/2 
"2 (2Z) Ii r(A' - A - k - 1)r(A - A' k 1)r(A + A' - k)r(21' + 2) . 

(14b) 

To illustrate this technique, we shall derive a matrix 
element for the k Dirac hydrogen atom important in 
the theory of hyperfine structure. 5 Using the nota­
tion of Bethe and Salpeter, 5 we note first that 

Xl == (w/2Z)1/2(l/2Y)[(Y2 + Y1)(€k - y)1/2pR 't-1 

+ (Y2 - Y1){€k + y)1/2pR ll 
and 

X2 = (w/2ZP/2(1/2Y)[(Y2 - Yl)(€k - y)1/2pRl-1 

+ (Y2 + Yl)(€k + y)1/2pR'tJ, 

where 

Y1 = (k - aZ)1I2, Y2 = (k + aZ)1/2, A = Y == Y1Y2' 

Consider now the matrix element J: X1X2dr/r2.· 
This equals 

w
2 (y~ _ Y y)(€k _ y)Joo Rr1~Rl-lp2dp 

8Z2v3y2 \ 0 p2 

+ (y~ _ yV(€k + y)1
OO 

R>;; v
3 

R>;;p2dP) , 
o p2 

since by the selection rule the terms containing dif­
ferent y vanish. Substituting from Eqs. (12) and (13) 
gives finally 

M. J. Cunningham, J. Math. Phys.13, 33 (1972). 
A. O. Barut and H. M. Kleinert, Phys. Rev. 156, 1541 (1967); 157, 
1180 (1967); 160, 1149 (1967). 

100 XIX2dr == €a
2
az( 2 €k - 1 ) 

o r2 v3 y(4y2 - 1) 

in agreement with Crubellier and Feneuille. 7 In the 
same way a second matrix element important in 
hyperfine structure evaluates as 

Joo (XI + x~)dr = €a
3k ( (€k

1 

- y) 

o r3 2y 3 v 3 (y - 2){y - 1) 

(€k + y) J 2a 3€aZ + + ---:,..---,--,-----
(y + t)(y + 1) y 2v4 ( 4y2 1) 

x r(€2k 2 - y2)(V2 Y 2)]1/2. 

V. CONCLUSIONS 

As in I a formal solution for off diagonal matrix 
elements of p Ii can be given. A closed expression for 
these matrix elements cannot however be given as it 
is Dvlv + q P k and not p k that is proportional to a tensor 
operator in this scheme. Two variable models are 
also incapable of finding these matrix elements. 7,8 

Considerable refinement of the technique will be 
necessary before a closed formula could be found for 
this difficult problem. Further progress would now 
appear to lie in the direction of the many electron 
problem which awaits some apprOximate group struc­
ture to describe complex atoms. 
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Solutions of a Class of Nonlinear Coupled Partial Differential Equations 
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A class of nonlinear coupled partial differential equations are solved. These are generalizations of the general 
relativistic equations arising for a static distribution of massive charged particles. 

Nordtvedt1 has recently found an exact solution of the 
general relativistic field equations of Einstein and 
Maxwell for a general static distribution of massive 
charged particles. This solution resulted from a 
pair of coupled nonlinear partial differential equa­
tions of the type 

F3V2F == - t(VIf;)2 - 2rrpF8 (1) 
and 

(2) 

where F, p and If; are functions of xl> "', x~, with 
IJ. == 3 for Nordtvedt's problem, although in the follow­
ing /J is arbitrary unless stated otherwise. In this 
note a general class of coupled nonlinear equations, of 
which Eqs. (1) and (2) are a special case, is studied 
and solved in the sense that F is expressed as an ex­
plicit function of If; resulting in an equation which If; 
satisfies. These equations for If; are discussed and in 
a variety of special cases are well known. 

First, a generalization of Eqs. (1) and (2) for p == 0, 

which turns out to be simpler, will be looked at. 
Consider 

where If; satisfies Laplace's equation 

By treating F as a functional of If; and using Eq. (4), 
write 

d2 F 
Fnv2F = Fn - (VIf;)2 == - (VIf;)2, 

dlf;2 

and assuming VIf; is not zero, 

Fn d
2
F == - 1. 

dlf;2 

(3) 

(4) 

(5) 

(6) 

The cases n = ±1 will be handled separately, so for 
now these two values of n are excluded. With the sub­
stitution 

(7) 

solutions to Eq. (6) are obtained for l and a satisfying 

1 = 2/ (n + 1) and a 2 == (n + 1)2/2(n - 1) (8) 
or 

F = (d± (n + 1) If;) 2/n+l 
± .J2(n-1) 

(9) 
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where d is an arbitrary constant, and If; is a solution 
of Laplace's equation. These are solutions for any n 
except n = ±1. For n == - 1 the solution is 

F = d l sinlf; + d 2 COSIf;. 

For n == + 1, Eq. (6) has a first integral which is 

dF R> 
dlf; = 'F "V 2 .Jc -lnF . 

Introducing a new variable y by 

y2 = c -lnF, 

Eq. (10) can be solved at once to obtain 

If; = D ± ,/2ec J: e- t2 dt, 
or 

If; = D ± (h)l/2e c erf(c _lnF)l/2, 

where erf is the error function, which must be in­
verted if one wants F as a function of 1/1. 

(10) 

(11) 

(12) 

(13) 

(14) 

As a Side remark, if one has the nonlinear mth order 
one-dimensional equation for F = F(x), 

dmF 
Fn-- = c = const 

dxm ' 
(15) 

then it has the solution 

F = (d + ax)m/n+l (16) 

with d arbitrary and a satisfying 

am = c(n + l)m{(m)(m - n - 1)'" 

X [m - (m - l)(n + 1)]}-l. (17) 

Returning to the original equations, Eqs. (1) and (2), 
let us generalize them to the forms 

Fnv2F = - a(VIf;)2 -bFl 
and 

(18) 

(19) 

where Eqs. (1) and (2) are recovered for n = 3, a = t 
b = 2rrp, l::::: 8, c::::: 4rrp, and m ::::: 6. Using arguments 
similar to those in the above paragraphs, one ob­
serves that Eqs. (18) and (19) can be readily solved as 
long as the constants band c are not zero when 

n:::::2(Z-m)-1 (20) 
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note a general class of coupled nonlinear equations, of 
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and solved in the sense that F is expressed as an ex­
plicit function of If; resulting in an equation which If; 
satisfies. These equations for If; are discussed and in 
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which turns out to be simpler, will be looked at. 
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The cases n = ±1 will be handled separately, so for 
now these two values of n are excluded. With the sub­
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where Eqs. (1) and (2) are recovered for n = 3, a = t 
b = 2rrp, l::::: 8, c::::: 4rrp, and m ::::: 6. Using arguments 
similar to those in the above paragraphs, one ob­
serves that Eqs. (18) and (19) can be readily solved as 
long as the constants band c are not zero when 

n:::::2(Z-m)-1 (20) 



                                                                                                                                    

NON LIN EAR CO U P LED PAR T I A L D IFF ERE NT I ALE QUA T ION S 1113 

and 
a = (b 2/c 2)(l- m - 1) (21) 

in which cases 

F = [d + (l - m)(b/ c)1jI ]1/(I-m), (22) 

where d is an arbitrary constant. If 1 = m, this is not 
applicable and the appropriate expression is 

F = d exp(bljl/ c) (23) 

with a, band c satisfying 

b 2 = -ac 2 • (24) 

Before discussing the resulting equations for 1jI, it is 
perhaps worthwhile to point out that when both b and 
c are zero one should recover the result obtained in 
studying Eqs. (3) and (4). To show this, first restrict 
n so that n '" ±1. From Eq. (20) one has 

l-m = ~(n + 1) (25) 

and from Eq. (21), 

b/c = ± [2a/(n -1»)1/2, (26) 

which is the appropriate expression to use when band 
c go to zero. Via Eqs. (25) and (26), Eq. (22) becomes 

( 
a1/2(n + 1) )2/(n+1) 

F± = d ± [2(n _ 1)]1/2 IjI • 
(27) 

The limit of b and c gOing to zero can now be taken in 
Eq. (27), and one recovers Eq. (9), after setting a = 1 
as is appropriate. For n = - 1, 1 = m, so Eq. (23) 
must be used. From Eq. (24), one has 

b/c = ± i-/a, (28) 

which yields from Eq. (23) 

F = d exp(± ira 1jI) • (29) 

From this, Eq. (10) is recovered at once. As long as b 

and c are not zero, Eqs. (20) - (22) yield acceptable 
solutions to Eqs. (18) and (19) for n = + 1, which from 
Eqs. (20) and (21) imply a = 0, namely, 

F = [d + b!cljl] 

is a solution of the equations 

FV2F = - bFm+1 
and 

(30) 

(31) 

(32) 

However, for this n value one can not recover Eq. (14). 

The coupled set of equations, Eqs. (18) and (19), for 
the values of parameters given by Eqs. (20) and (21) 
or Eq. (24) are completely solved by Eqs. (22) or (23) 
as soon as IjI is known as a function of x 11 ••• , x ~ . 
Next let us discuss the equations satisfied by 1jI. 
From Eq. (19) plus Eq. (22) or (23) one finds, respec­
tively, 

and 
V21j1 = - c[d + (l- m)bljl/c]m/(l-m) 

V~1jI = - cdm exp[(mbljl)Ic]. 

(33) 

(34) 

Nonlinear partial differential equations, of which the 
above are examples, are the subject of much recent 
and present research in mathematics. 2- 5 Some 
comments specific to the above are found below. As 
a side remark, for one dimension both of the above 
equations can be solved at once by standard tech­
niques since neither the independent variable nor the 
first derivative occurs. 

First consider Eq. (34) with cdm == (l! and mb!c == {3 
which is 

V21j1 + (l! exp({3Ij1) = O. (35) 

This equation has been widely studied in one, two, and 
three dimensions and it has arisen in various physi­
cal problems. Discussions of some of these are 
found in Ref. 2, Sec. 4.16 and Ref. 6, Vol. 1, p. 838 and 
Vol. 2, p. 679. 

Next consider Eq. (33), change the dependent variable 
by introducing 

y = d + (1 - m) (bljl/c) (36) 

and define 

k == (1 - m)b and (m/l - m) == y (37) 

which results in an equation for y, 

V2y + kyY = 0, (38) 

where it should be observed from Eq. (37) that k '" 0, 
since 1 '" m in Eq. (33). As far as the author knows, 
this type of nonlinear equation has not been exten­
sively studied in arbitrary dimensions for arbitrary 
y unless a particular symmetry is present. Some 
general discussions which are appropriate can be 
found in Refs. 2, 4,5, and 6, Vol. 1, pp. 784-93. In three 
dimensions for some specific values of y, Eq. (38) has 
been studied. For y = 0, one has Poisson's equation. 
For y = 1, it is Helmholtz'S equation studied in most 
mathematical physics books (Ref. 6, Vol. 1, p. 829). 
For y = 2, one has an equation which arises in diffu­
sion controlled chemical reactions and is discussed 
in Sec. 6. 4 of Ref. 2. Other situations where Eq. (38) 
has been stUdied is when it can be reduced to a non­
linear ordinary differential equation. 7 This occurs 
either in one dimension, in which case the solution is 
immediate since neither the first derivative nor in­
dependent variable appears explicitly, or in higher 
dimensions when the symmetry of the solution is 
known. For example, consider a solution which is 
spherically symmetric. Then, in three dimensions, 
Eq. (38) reduces to 

~ + ~ dy + kyY = 0, 
dr 2 r dr 

which is known as an equation of the Lane-Emden 

(39) 

J. Math. Phys., Vol. 13, No. 8,August 1972 
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type. B.9 More generally, symmetry consideration may 
lead to a nonlinear equation of the form 

ay" = F(x, y, y') (40) 

and many cases for different F's have been treated. 7-9 
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The multigroup transport equation is studied in plane geometry assuming that the transfer kernel is represent­
able in a degenerate form. The eigenvalue spectrum is analyzed and the associated eigensolutions are obtained 
in terms of generalized functions. Full-range orthogonality relation is demonstrated. The full-range complete­
ness of the eigensolutions is established under rather general conditions. For the half-range completeness to 
hold, it is additionally required that the scattering kernel be self-adjoint and possesses reflection symmetry. 

I. INTRODUCTION 

In a recent series of papersl the one-dimensional 
multigroup transport equation has been analyzed 
applying the method of singular eigensolution expan­
sions. The transfer kernel is assumed to be repre­
sentable in a degenerate form; consequently, the tech­
nique developed is amenable at least to situations 
where the scattering operator is compact. In this 
paper the formalism is extended to the energy-depen~ 
dent total cross section. A preliminary report was 
presented at a recent conference.2 

A modal expansion in the energy variable of the 
linear homogeneous Boltzmann equation yields the 
N -group approximation 3 

f.L :x t/I(x, f.L) + EI/I(x, f-L) = l~ K(f.L, f.L')I/I(x, f.L')df.L'. (1) 

The notation is standard,l1f; has N components, 
namely the density in each energy group. E and K 
are N x N matrices representing the total removal 
and group-to-group scattering cross sections, res­
pectively. 

In the present study it is assumed that the removal 
matrix is diagonal-as obtained by an elementary de­
rivation of the multigroup approximation---or diagona­
lizable. However, certain subsequent considerations, 
e.g., full range biorthogonality and the identity of the 
direct and adjoint eigenvalue spectra, are trivially 
extended to a general E matrix. The groups are or­
dered so that the diagonal elements OJ obey 

(2) 

To make the problem tractable in an explicit form, the 
kernel K(IL, IL') is assumed to be degenerate; 

M 

K(f-L, f-L') = ~ Li (f-L)Mi(jl/). (3) 
i~ 1 

We emphasize that a compact operatorK E L2 (- 1,1) 
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can be arbitrarily well approximated by a kernel of 
this form.4 

The discrete eigenfunctions of Eq. (1) have been ana­
lyzed previously.5 The continuum "eigensolutions" 
are obtained by appropriately extending the formalism 
of Ref. 1. Therefore the details are omitted in the 
subsequent sections. A more comprehensive discus­
sion can be found elsewhere. 6 

As is customary, the completeness property of the 
eigensolutions is studied by first reducing the proof 
to a matrix Hilbert problem. Full-range complete­
ness can be demonstrated under relatively weak con­
ditions. In fact, it can be expected to hold even for 
nondegenerate transfer kernels. 7 For half-range com­
pleteness to hold it is additionally required that the 
transfer kernel be self-adjoint and possess reflection 
symmetry. These rather stringent conditions are 
necessitated by the index consideration pertaining to 
the Hilbert problem. We might mention that numer­
ous earlier investigations have been incomplete or 
have made assumptions in this respect. 8 

II. EIGENVALUES AND EIGENFUNCTIONS 

The usual separation of variables in Eq. (1), 

1/I(x, f-L) = e-x/ v q,(v, f-L), 

leads to the eigenvalue equation 

(4) 

(5) 

Similar manipulation in the equation adjoint to Eq. (1 ) 
yields 

(~- * I) cpt (v, f.L) = tl KT(f.L', f.L)CPt(v, Il')df-L'. (6) 

In fact ~T would appear in Eq. (6); but the assumption 
of diagonalizability is employed. It should also be 
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matrix is diagonal-as obtained by an elementary de­
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lizable. However, certain subsequent considerations, 
e.g., full range biorthogonality and the identity of the 
direct and adjoint eigenvalue spectra, are trivially 
extended to a general E matrix. The groups are or­
dered so that the diagonal elements OJ obey 
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To make the problem tractable in an explicit form, the 
kernel K(IL, IL') is assumed to be degenerate; 
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K(f-L, f-L') = ~ Li (f-L)Mi(jl/). (3) 
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We emphasize that a compact operatorK E L2 (- 1,1) 
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can be arbitrarily well approximated by a kernel of 
this form.4 

The discrete eigenfunctions of Eq. (1) have been ana­
lyzed previously.5 The continuum "eigensolutions" 
are obtained by appropriately extending the formalism 
of Ref. 1. Therefore the details are omitted in the 
subsequent sections. A more comprehensive discus­
sion can be found elsewhere. 6 

As is customary, the completeness property of the 
eigensolutions is studied by first reducing the proof 
to a matrix Hilbert problem. Full-range complete­
ness can be demonstrated under relatively weak con­
ditions. In fact, it can be expected to hold even for 
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leads to the eigenvalue equation 

(4) 

(5) 

Similar manipulation in the equation adjoint to Eq. (1 ) 
yields 
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mentioned that Eq. (6) is not the adjoint in the techni­
cal sense4 but rather is convenient in the analysis. 
For example, the orthogonality relation 

1 
1-1 J.1. (t/> t(II', J.1.»T<P(II,/l)d/l = 0, II '" II' (7) 

can be obtained immediately. 

The residual eigenvalue spectrum is empty,5 despite 
the fact that the above operators are not normal. The 
discrete eigenvalues are zeros of the dispersion func­
tion Q(z), where 

Q(z) = detA(z), 

and A is a block matrix, with block elements 
1 

[A(Z)]jj = iijjl - 1-1 Mj(/l)D(z, /l)L/J.1.)d/l 

and 

D(z, J.1.) =(b - ~ 1)-1. 
The discrete modes can be written as 

M 

t/> (Ilk' /l) = D(lIk, /l) L) L j(/l)n j(lIk), 
i= 1 

l' 
Dj(Z) = J M j(J.1.)t/>(z, J.1.)dJ.1.. 

1 

(8) 

(9) 

(10) 

(11) 

(12) 

The continuous spectrum is degenerate in the usual 
way.6 Thus, on the interval 

II E --,-- U --,- = (n), ( 1 1 )(1 1)_ 
un Un_1 Un- 1 Un 

<P(II, /l) is (N - n + I)-fold degenerate, 

<p~n\lI, /.1) = [D(v,/l) + A.i(n)(v)ii(n)(v,/l)] 

(13) 

M ( ) ( ) x L) Lj(/l)ni; (v), n:::; N, j :::;N-n + 1, 14 
i= 1 

where A (n)(v) is a root of the secular equation 
J 

det{[N(v) + A- (v)] + (i/1TV)A (n)(II)[A+(V) - A- (v)]) = 0, 

v E (n), (15) 

and I)(v, J.1.) is implicitly defined by the relation 

[A±(v)];j = IV - 1-~ M j (J.1.)[D(II, J.1.) 'f i1TIIO (n)(v, /l)] 

x L//.1)dJ.1.. (16) 

In an explicit form 6(n)(v, /l) is a diagonal matrix with 
elements 

V E (n). (17) 

The rank of the matrix appearing in Eq. (15) is 
NM. However, the characteristic polynomial is only 
of degree N - n + 1 in A (n).6 The vectors Di~n)(y), 
i :::; M ,j :::; N - n + 1, n :::; N - n + 1 are defined in 
analogy with Eq. (12). As in the case of the discrete 
spectrum, the ratio of the components of Djj(lI) is in­
trinsically determined by a linear system of equations. 

The functions Aj(n)(II) are the same for the direct and 
adjoint problems. 6 In order to determine them ex­
plicitly a speCial combination of the eigensolutions is 
more conveniently employed. The details may be 
found elsewhere. 1 

m. COMPLETENESS OF THE EIGENSOLUTIONS 

We wish to begin the study of the completeness of the 
eigensolution set with a general framework of the 
formalism assuming an arbitrary range L. 

Letting t/!(J.1.) represent an arbitrary vector whose 
components satisfy the entended Holder condition, we 
find that the expansion in terms of the continuous 
modes alone is 

where 

(nh = (n) n L, (19) 

and Q(n)( v) is an expansion coefficient. 
J 

By substituting the explicit forms of the <pj(n)(v, J.1.) into 
this equation one obtains, after some algebra 

N M 
t/!(/l) = L) 6 fen) [D(v,/.1)L j(/.1)N}n)(II)a(n\0 

n=1j=1 L 
+ I) (n)( II, J.1.) L

j
(J.1.) N j(n) (II)A (n)( v) Q (n)( v)] dll, (20) 

/.1 E L 
where 

[A(n)(V»)" = A (n)(v)ii.. i,j:::; N- n + 1 (21) '1 j '1' 
and 

[Nz(n)(II)];j = [nz\n)(v)]j' i :::; N - n + 1, j :::; N. (22) 

In order to proceed further, it is necessary to put Eq. 
(20) in "dominant" form.9 Hence we circumvent the 
occurrence of a Fredholm term which would eliminate 
any conclusive statement of completeness. 10 This is 
achieved by the change of variable 

(23) 

in the ith equation of the system. Simultaneously in­
troducing matrices Laj(/l) defined as 

[Laj(/l)hz = [Lj(Ukv)] kZhk(II), 

where 
hk (lI) = 1, VE [-I/u k , l/u k] 

= 0 otherwise, 
Eq. (20) has the form 

(24) 

(25) 

blPo(/l)=.t L ai(J.1.)(fL-!!:- ~ Nj(n)(v)a(n)(v)gn (v)dll 
,=1 V /.1 n=1 

+ n~1 Nj(n)(/l)A(n)(/l)a(n)(/l)gn (/l»). (26) 

Here l/Ia has been obtained from a single column opera­
tion performed pursuant to Eq. (24), i.e., 

and 
gn(/l) = 1, J..L E (n) L' 

= 0 otherwise. 

Generalizing the procedure presented previously, 

(27) 

(28) 

Eq. (26) is multiplied byM~(/l), i = 1,2," 'M, where 

[M~J..L)lkl = [Mj(uzv)h1hz(v). :,29) 

Defining ~ j(J.1.) by 
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(30) 

we obtain 

/l~;(/l)= 2;i ~ [A+(/l)-A-(/l)];J(I 1I'::'/l ~ 
J-1 L n-1 

N 

N(n)(lI)a(n\lI)g (lI)dll + 6 N(n)(/l)x(n)(/l) 
J n n=l J 

X O!(n) (/J)gn(/l)). (31) 

Furthermore, using the identity6 
M 

irw:6 [A+(lI) + A-(lI)];N(n)(lI) 
j =1 J J 

M 

=.:6 [A+(lI)-A-(V)];J NJ(n)(v)G(n)(v) (32) 
,= 1 

in Eq. (31) leads to 

M ( 1 ~j(/l) = ~ -2 .[A+(/l)-A-(/l)];j I-v
-p.(lI)dv 

j=l l1l LV-/l J 

+ ~/l[A +(/l) + A- (/l)];;P//l») , (33) 

where 

Pj(/l)gn (/l) = N?)(J.I.)a(n)(/J.). (34) 

Considering Eq. (33) for all values of i :s; M, we have 
a system of NM equations 

where the vectors HJ.I.) and p(J.I.) consist of all the com­
ponents [~j(/l)]j and [p;(J.I.)]j' i:s; M :s; j :s; N,respec­
tively. 

Finally, introducing the boundary values <I> i (/l ) of a 
sectionally holomorphic vector <I> (z), where 

111 cJ.>(z) = -2' --p(lI)dv, 
l1l L 1I- Z 

one obtains 

The canonical form of this equation is 

/l E L, 

J.I. EL. 

where the transformation matrix g(J.L) is 

g(/l) = [A +(J.I.)]-lA- (J.I.) 
and 

f(/l) = /l [A+ (J.L)l-1~(J.I.). 

(36) 

(37) 

(38) 

(39) 

(40) 

If such a matrix exists, then 

cJ.>(z) = 2-1- x(z)(fL [X+(J.I.)] -If(ll) ~ + p(z~, (42) 
11l J.L-Z I) 

where p(z) is a vector of polynomials. 

Sufficient conditions for the existence of a matrix 
X(z) are studied extensively in the mathematical 
literature. If the Hilbert problem [Eq. (38)] has con­
tinuous coefficients (i.e., if the elements of g(J.L) are 
continuous functions on L and at the endpoints), g(J.I.) 
reduces to the identity matrix. Mandzavidze and 
Khvedelidze12 have deduced the existence of a funda­
mental matrix for this case considering a certain 
convergent sequence of matrices. 

The original theory of Vekua9 is applicable if g(J.i.) is 
piecewise Lipschitz continuous. The Hilbert problem 
is reduced to another one having continuous coeffici­
ents whereby an additional number P enter the index 
equation. The Lipschitz condition is required because 
the theory is based on the solubility of a certain 
system of Fredholm equations. 

In order for Eq. (42) to be the solution of Eq. (38) it 
is required that the inhomogeneous term f(J.L) satis­
fied the extended HE -condition. The definition of 
f(J.L) and Eq. (30) then specify the conditions on an 
admissible function "'(/l). Further restrictions on 
f(IL) arise from the analyticity requirements of <I>(z). 
cJ.>(z) will vanish at infinity only if m conditions of 
the form 

(43) 

(where the vectors wj ( /l), i = 1, 2, ... ,m, are related 
to the X matrix) are imposed on f(J.L). 

Denoting the number of arbitrary polynomial coeffi­
cients in Eq. (42) by 1, all the parameters relevant to 
the solubility constitute the index equation9 : 

J1Z -1 = - (1/211).:\L arg detg(J.I.) + p, (44) 

where AL denotes the change of the operand on L. In 
particular, if L is the full-range then 

(45) 

where n is the total number of discrete eigenfunctions. 

Requiring P = 0, one has a proper number of discrete 
expansion coefficients provided that 1 also vanishes. 
This is certainly sufficient, and at this point it appears 
that 1 + P = 0 may guarantee a unique solution. The 
number 1 is manifestly nonnegative. It is the sum of 
all positive partial indices of the X matrix. It is 
known9 that X can be put in normal form at infinity, 

It is obvious that some special consideration is needed i.e., 
if A±(/l) is a singular matrix on /l E L. This is tanta­
mount to the occurrence of a discrete eigenvalue em­
bedded in the continuous spectrum. ll We assert that 
the normal modes are complete, 1I E L, where Eq. (38) 
has a unique solution, /l E L, such that <I> (z) -7 0 as 
Izl-7oo. 
The essential problem is to establish the existence 
of a nonsingular fundamental matrix X(z ) whose boun­
dary conditions obey the equation 

(41) 
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limX(z) = I, (46 ) 
z .... oo 

k 
0 Z NM 

where k; is a partial index. 

The nonpositivity of the partial indices (i.e., 1 = 0), is 
readily established in the full-range case. 1 In the 
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half-range a general proof has been also proposed1 

assuming the reflection symmetry of the dispersion 
matrix.: 

A(z)=A(-z). (47) 

The proof is not entirely conclusive because of some 
details arising from the fact that the direct and ad­
joint problems have to be considered simultaneously. 
For a self-adjoint kernel, where 

(48) 

and therefore 

A(z) = AT(Z), (49) 

a rigorous proof has been given. 13 Although this 
restriction may seem severe, in many nonself-adjoint 
problems the scattering kernel can be symmetrized; 
for example, in the thermal neutron case Maxwellian 
weights can be introduced. 14 

In full-range problems a constructive proof could 
have been given. This follows from the fact that Eq. 
(39) already represents an appropriate Wiener-Hopf 
factorization. The solution of the expansion coeffi­
cients can, however, be obtained more conveniently 
from the orthogonality relation Eq. (7). 

IV. CONCLUSION 

The multigroup transport equation was considered 
assuming that the transfer kernel can be represented 
in a degenerate form. The analysis was carried out 
using the method of singular eigensolutions. We wish 
briefly to capitulate the results of the preceding sec­
tions by including the relevant conclUSIons established 
earlier1: 

(1) Full range biorthogonality of the Case eigen­
functions is shown (rather trivially). In fact, it holds 
for even a nondegenerate kernel. 

(2) The eigenfunctions are complete on the full range 
if any of the following conditions holds: 

(a) If jJ.Mj(jJ.)I/I(jJ.) obeys the extended Holder con­
dition [l/;(jJ.) is the vector being expanded, and 
we say that the function is "extended Holder" if it 
is a weak limit of a sequence of Holder functions] 15; 

(b) if the elements of the matrix ~(jJ.) = [A +(jJ.)]-1 
A -(jJ.) are continuous, and if limgl ± (1 - €)] == I. 
Here A (z) is the dispersion matrix. 1 Also, a cer-
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from the discontinuities in g, for each particular 
case) vanish. (For negative p, the set is over­
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Simple relations are exhibited between the radial moments of two nonspherical distributions when one is ob­
tained by folding a scalar function into the other. Some applications are mentioned and the generalization to 
nonscalar functions is indicated. ' 

L INTRODUCTION 

It is well known that when one spherical distribution 
h(r 1) is obtained by folding a scalar function g(s) into 
another spherical distribution f (r 2 ), 

h(r 1) = J f(r 2 )g(s )dr2, (1) 

where s = rl - r2' then there are simple relations 
between the volume integrals J o and mean square 
radii (r2 ) of the distributions. If 

Jo(j) = 411 J j(r'yY2dr, (2) 
then 

Jo(h) = Jo(f)Jo(g), (3) 

and if 

then 
(r2)j = 411 J j(r)r4dr/Jo(j), (4) 

(r2)h = (r2)j + <r2)g. (5) 

These results are used extensively, for example, in 
applications of the so-called reformulated optical 
model of elastic scattering from nuclei. 1 

We present here some generalizations of these rela­
tions, for distributions f (and hence h) which are non­
spherical, which do not seem to be well known. These 
find application, for example, in studies of inelastic 
scattering from nuclei, e.g., by electrons. They also 
provide checks on the numerical accuracy of calcula­
tions of folded functions like (1). 

We define the generalization of (1) as 

(6) 

where g(s) is still a scalar function of the magnitude 
of s. The nonspherical distribution f can be expres­
sed by the multipole expansion2 

where 
hm(r2) = J f(r 2 )Yr(Qz)* dQz· 

There is a similar expansion for h, 

h(r1 ) =L; hLM(r1 )y,r(Ql)' 
LM 

Given the Slater expansion2 of g 

these multipole coefficients are related by 

hLM(r 1) = 471 J iLM(r 2)gL(r I' r 2)r~dr 2' 

(7) 

(S) 

(9) 

(10) 

(11) 

We also define generalizations of quantities (2) and 
(4): 

J,,(j) = 471 J j(r) rn +2dr (12) 

and 

(13) 

We note from the definitions above that 

(14) 

where qLM(j) is the usual2 ,3 multipole moment of a 
distribution j(r) , 

qLM{j) = J j(r)rLy~(e, </»dr. 

We also define for the multipole coefficient jLM(r) 
the quantity 

(15) 

In studies of electron scattering, R tr is often refer­
red to as the "transition radius." 

It is relations between these various quantities that 
we discuss here. The main results are given in 
Eqs. (17)-(19) below. 

n. RESULTS 

The results are obtained by a straightforward appli­
cation of standard techniques2 to the integrals 

J h(r1)rf+kY1:(Ql)drl' 

In particular we use the solid harmonic expansion 
which holds for r 1 = S + r 2' 

rLYM(S1 ) = ~ [~ (2L + 1)J 1/2 SA YJ1(Q '.vL-A 
1 L 1 AJ1 2A + 1 2A AS)' 2 

XY1:--{-(Q2)(L -A,A,M - p., p.ILM), (16) 

where 

(~)= b!{a~b)!t 
and (abaj3lcy> is the usual2 Clebsch-Gordan or 
Wigner coefficient. 

We soon obtain for k = 0,2 the relations 

and 

JL+2(hLM) = JL+2(fLM)JO(g) + h2L + 3)JdfLM)J2(g). 

(1S) 

Combining these two we have for the transition radii 

Equations (17) and.(19) reduce to Eqs. (3) and (5), 
respectively, for L = O. 

(19) 

Relations between the quantities of higher order may 
be obtained, but become increasingly complicated and 
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less useful as k increases. For example, for k = 4 
we use the expression 

Is + r214 ==z::; [(321T/15)s2r~Y~(Qs)~(Q2)* 
il 

+ (161T/3)sr2(s2 + r~) Yi(Qs)Yf(Q 2)*] 

+ (S4 + r~ + ¥ s2r2) 

to obtain 

(20) 

JL+4 (hLM ) == JL+4 (fLM)JO(g) + t(2L + 5)JL+2(fLM)J2(g) 

+ A(2L + 5)(2L + 3)JL(fLM)J4 (g). (21) 

ID. EXTENSION TO NONCENTRAL "FORCES" 

The function g(s) itself may be generalized to non­
central forms by writing 

(22) 

which is normalized so that the scalar g(s) of the 
previous sections is now goo(s). We may now pro­
ceed as before. The distribution h now depends upon 
the indices K, Q where 

(23 ) 

as do its corresponding multipole coefficients 

(24) 

We soon find the generalization of the relation (17) 
for k == 0, 

JL(hf~) == aIj~JL-K(fL-K.M-Q)JK(gKQ)' 
where 

( 
(2L + I)! )1/2 

a~ == (2K + 1)!(2L - 2K + I)! 

x (L - K,K,M - Q,QI LM) 

• Research sponsored by the U.S. AtomiC Energy Commission 
under contract with the Union Carbide Corporation. 

(25) 

1 G. W. Greenlees, G. J. Pyle, and Y. C. Tang, Phys. Rev. 171, 1115 
(1968). 
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[ 
2L + 1 (L - M)(L + M)11/2 

= {2K + 1 )(2L - 2K + 1) K - Q K + Q ~ (~6) 

The previous result (17) is regained with K == Q == 0 
since aEll == 1. We also have aiM == 1 and a f~ == 0 
if K> L. 

The higher order results become progressively more 
complicated. For k = 2, for example, the generaliza­
tion of Eq. (18), we find JL+2(hIj~) to be a linear com­
bination of the products 

and 

JK(gKQ)JL- K+2(fL-K,M-Q)' 

JK(gKQ)JL- K+2(fL-K+2 ,M-Q)' 

JK+2 (gKQ) JL- K(fL- K, M-Q)' 

JK+2 (gKQ) JL- K(fL- K-2,M-Q)' 

IV. CONCLUSIONS 

The results of most interest are those presented in 
Eqs. (17) and (19) and are generalizations of the well­
known results (3) and (5) for spherical distributions. 
An example of their application in studies of electron 
scattering from nuclei occurs when one folds a finite­
sized distribution g of the charge on a proton into a 
"point-proton" distribution f in order to obtain the 
nuclear charge distribution h. Equation (17) shows 
that the transition charge density for a 2L-pole 
transition and the corresponding point-proton trans­
ition denSity have the same expectation value for rL. 
Hence the reduced transition probability B(EL) may 
be evaluated using either distribution. The transition 
radius Rtr , however, is increased by the folding by 
an amount given by Eq. (19). 
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Ratios of Linear and Bilinear Functionals* 
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Variational functionals are presented which provide an estimate of ratios of linear and bilinear functionals of 
the solutions of the direct and adjoint equations (inhomogeneous and homogeneous) governing linear systems. 
These variational functionals are used as the basis for a generalized perturbation theory for estimating the 
effects of changes in system parameters upon these ratios of linear and bilinear functionals. The relation of 
the present theory to the variational theory of Pomraning and to the generalized perturbation theory of Usa­
chev and Gandini is discussed. Potential applications of the theory to nuclear reactor phYSics are outlined. 

1. INTRODUCTION 

If a variational functional can be written for a given 
property of a linear system, then that property can 
be computed to second-order accuracy (with respect 
to errors in the solution function) by evaluating the 

variational functional. For example, a variational 
functional for the eigenvalue of the linear system 
described by the equation 1 

(A - AB)¢>.. = 0 (1) 
is2 
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(2) 

where cP ~ must satisfy the adjoint equation 

(A * - ~B*)CP~ = O. (3) 

A,B,A *, and B* are linear operators satisfying 
(u,Av) = (A * u, v), (u, Bv) = (B * u, v). If functions Cf> 

and Cf> * which differ from the solutions to Eqs. (1) and 
(3) by 0 cP and ocp *, respectively, are used to evaluate 
Eq. (2), it may be shown that 

0;\ == ~[;p~, ;Pi,] - ~[cp~, CPiJ = 0 + order(ocp *, ocp). 

Similarly, a variational estimate of the linear func­
tional (S*, cp) of the solution to the inhomogeneous 
equation 

(A - B)cp = S (4) 

is given by the Roussopolos functional 3 

R[cp*,cp] =(S*,cp)+(cp*,[S- (A-B)cp]) (5) 

or the Schwinger functiona14 

J[cp*, cp] = «S*, cJ>)(cp*,S»/(cp*, (A - B)cp) , (6) 

where cp '" satisfies 

(A*-B*)cp*=S*, (7) 

Selengut 5 demonstrated that these latter two func­
tionals are equivalent. 

Pomraning6 suggested the variational functional 

for estimating the arbitrary linear functional G[ cp] of 
the solution of Eq. (4). He demonstrated that 1/1* must 
satisfy 

(A*-B*)I/I* =G'[cp], (9) 

where the prime indicates the functional derivative. 

Pomraning7 also suggested the variational functional 

(10) 

for estimating an arbitrary linear functional G[ cJ>;\] of 
the eigensolution of Eq. (1). He showed that 13* must 
satisfy 

(A * - Al3*)e* = - G'[cp;\]. (11) 

A necessary condition for Eq. (11) to have a solution 
is that the rhs is orthogonal to the eigensolutions of 
Eq. (1) or 

(cp;\,G'[cpd> = 0, 

which is just the basic property of homogeneous 
functionals. 

In many practical situations, the property of interest 
is the ratio of two linear or bilinear functionals of 
the solution to the direct [Eqs. (1) or (4)] and/or ad­
joint [Eqs. (3) or (7)] equations describing the system. 
While Pomraning's functionals may be specialized to 
accommodate the case of ratios of linear functionals 

J. Math. Phys., Va\. 13, No.8, August 1972 

of the solution to the direct equations, no variational 
functionals have been presented which are suitable 
for estimating ratios of linear functionals of the solu­
tion to the adjoint equation or ratios of bilinear func­
tionals of the solutions of the direct and adjoint equa­
tions. 

The primary purpose of this paper is to present 
variational functionals which may be used to estimate 
ratios of linear and bilinear functionals of the direct 
and adjoint solutions of the equations which govern 
linear systems. A secondary purpose is to develop a 
perturbation theory from the variational functionals, 
which, for eigenvalue problems, is similar to the 
generalized perturbation theory developed from physi­
cal arguments for reactor physics problems by Usa­
chev 8 and extended by GandinL9 Thus, an ancillary 
result is the provision of a firmer theoretical basis 
for the generalized perturbation theory, in addition to 
extending that theory to systems governed by inhomo­
geneous equations. 

ll. LINEAR FLUX RATIOS-INHOMOGENEOUS 
SYSTEMS 

Consider the problem of estimating the ratio of linear 
functionals of the solution cp of Eq. (4) 

(12) 

where ~i and ~j are scalar operators. A_direct esti­
mate of Rij from Eq. (12) with a function cp which dif­
fered froni the solution of Eq. (4) by a function ocp 
would introduce an error oR ij ex: (ocp); Le., a first­
order error. 

However, the variational functional 

F 1[1/1 *, cp] = «~iCP)/ (~jcp»){l - (1/1*, [(A - B)cp - sD} 
(13) 

provides an estimate of Rij with error oR ij ex: (01/1*, ocp); 
i.e., of second order. Here 6cp is the difference be­
tween the trial function ;p used to evaluate Eq. (13) 
and the solution of Eq. (4), and 01/1* is the difference 
between the trial function \j; * used to evaluate Eq. (13) 
and the solution of 

(14) 

The proof of this follows from the easily verifiable 
fact that F 1 is stationary (Le., of 1 = 0 to first order) 
about functions 1/1 * and cp which satisfy Eqs. (14) and 
(4), respectively, and the stationary value is Rij . 
Pomraning's results6 reduce to this form when 
G[ cJ>] = Rij' 

A perturbation theory for changes in Rij correspond­
ing to changes in the system parameters can be de­
rived from the difference 

oR ij = FlJ 1/1 * , cp] - F 1[1/1 *, cp]. (15) 

The prime indicates that the perturbed values ~i,~; , 
A', B' ,S' are used in Eq. (13) to evaluate F' , while 
the unperturbed values are used to evaluate F. Trial 
functions which approximate (or are equal to) the un­
perturbed solutions to Eqs. (4) and (14) are used to 
evaluate both F' and F. The result, accurate to second 
order, is 
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fJR ij 
--= 

where OA = A I - A, etc. If the solution cP did not 
change with the introduction of the perturbation, the 
first two terms in Eq. (16) would rigorously describe 
the change 5Rij /Rij" A conventional estimate (one in 
which the unperturbed flux is used) based on Eq. (12) 
yields just the first two terms. Thus, the final term 
in Eq. (16) accounts for the effect of the perturbation 
upon the solution cP and represents a refinement upon 
conventional methods. 

m. LINEAR FLUX RATIOS-HOMOGENEOUS 
SYSTEMS 

Consider again the problem of estimating R ij , this 
time with CPA' the fundamental eigensolution of Eq. (1). 
Again, a direct estimate from Eq. (12) would yield a 
first-order error 5Rij" The variational functional 

F 2 [1/;*, CPA] = «:0 i CPJ/(:0 jCPA»)[I- (1/;*, (A - AB)CPJ] 

(17) 
provides an estimate of R ij accurate to second order 
with respect to the differences fJCP and 51/1* between 
the trial functions used in evaluating Eq. (17) and the 
solutions of Eq. (1) and 

respectively. Proof follows from consideration of 
the stationarity conditions for F 2. Pomraning's re­
sults7 reduce to this form when G[ cp] = R,j • 

Equation (18) has a solution because the rhs is ortho­
gonal to CPA' the fundamental eigensolution of Eq. (1). 
The method of successive approximations yields a 
solution to Eq. (18) of the form (see Appendix for dis­
cussion of convergence) 

where 

A *I/I~ = (:0/(~iCPA» - (~/(~jCPJ), 

(19) 

(20a) 

(20b) 

A mutual orthogonality relation can be constructed 
from Eqs. (20) and Eq. (1): 

(:0 iCPA) (:0 jcpJ * * * 
0= (:0

i
CPA) - (:0

j
cpJ = (A 1/10' CPJ = (l/Io,ACPJ 

= (I/I~,ABCPJ = (AB*I/I~, CPA) = (A *I/;~, CPA) 

= (I/Ir,ACPA) = (I/Ii, ABcpJ = ... = (I/I:,ABCPJ = .... 

Thus, the 1/1:, and hence 1/1*, are biorthogonal to CPA 
with respect to the operator B. This suggests that 
Eqs. (20) be replaced by 

(21a) 

(21b) 

(21c) 

where the second term in Eq. (21c) was added to re-

move any fundamental mode contamination which may 
arise from numerical roundoff. 

A perturbation theory for changes in Rij correspond­
ing to changes in the system parameters can be de­
rived from the difference 

(22) 

where both F2 and F 2 are evaluated with approxima­
tions to the solutions of Eqs. (1) and (18) for the un­
perturbed system parameters, while perturbed and 
unperturbed system parameters are used in Eq. (17) 
to evaluate F2 and F 2' respectively. The result, accu­
rate to second order, is 

where, again, OA = A' - A, etc. As before, the third 
term in Eq. (23) accounts for the effect of the pertur­
bation upon the eigensolution cP A and represents a 
refinement upon conventional theory, which would 
approximate 5R ij /R,j with the first two terms of 
Eq. (23). 

Usachev8 obtained a perturbation expression equiva­
lent to Eq. (23), and prescriptions equivalent to Eqs. 
(19) and (21), from physical arguments for the case 
of neutron transport within a critical nuclear reactor. 
His results are subject to the additional constraint 
fJ(AB) = MB. It is indicative of the power of varia­
tional principles that the straightforward derivation 
given above led to the same results as the convoluted 
physical arguments of U sachev. 

W. LINEAR ADJOINT RATIOS-INHOMOGENEOUS 
SYSTEMS 

Now consider the problem of estimating the ratio of 
linear functionals of the solution of Eq. (7) 

R7j = (CP*Si)/(CP*Sj)' (24) 

where S i and S j are scalar operators. A direct esti­
mate from Eq. (24) results in errors oR;} which are 
first order in the difference 5CP * between the trial 
function used to evaluate Eq. (24), 1'>*, and the solution 
of Eq. (7), cP *. 
The variational functional 

F 3[cp*,I/;] = «CP*Si)/(CP*Sj» 

x {I - ([(A * - B *)CP * -S*l,l/I)} (25) 

provides a second-order estimate of R7j relative to 
the functions IjcP * mentioned above and 51/;, which is 
the difference between a trial function Iii used to 
evaluate Eq. (25) and the solution to 

Proof of this follows from consideration of the 
stationarity properties of F 3. 

~ perturbation thepry for changes in Rij correspond­
mg to changes in the system parameters can be de­
rived from the difference 

5R 7j = F3 [ cP *, 1/;] - F 3[ cP", 1/1 ], (27) 
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where both F3 and F 3 are evaluated with approxima­
tions to the solutions of the unperturbed Eqs. (7) and 
(26), F3 is evaluated with the perturbed system para­
meters, and F 3 is evaluated with the unperturbed 
system parameters. The result, accurate to second 
order, is 

oR 7j ( cP * os i ) ( cP * os j ) * * * 
-* = ( * ) - ( * ) - ([(M - oB*)CP - oS ], 1/,). R .. cps. cps 

'J 'J (28) 

Because the first two terms in Eq. (28), which corres­
pond to the conventional method of estimation, are 
exact in the case where the perturbation does not 
change the adjoint, the third term in Eq. (28) repre­
sents a refinement to account for the effect of the 
perturbation on the adjoint. 

V. LINEAR ADJOINT RATIOS-HOMOGENEOUS 
SYSTEMS 

In this case, a variational estimate of Rt is sought 
for the case in which the ratio involves linear func­
tionals of the fundamental eigensolution cP~ of Eq. (3). 
The variational functional 

provides a second-order estimate of R U relative to 
the difference ocp~ between the trial function used to 
evaluate Eq. (29) and the solution to Eq. (3), and the 
difference otf; between the trial function used to eva­
luate Eq. (29) and the solution to 

Proof follows from the stationarity properties of F 4' 

Equation (30) has a solution because the rhs is ortho­
gonal to cP~, the fundamental eigensolution of Eq. (3). 
The method of successive approximation applied to 
Eq. (30) yields a solution of the form (see Appendix 
for discussion of convergence) 

where 

tf;n = ~n - [«cp~,B~n)/(cp~,BCPJ) CPA] 

and the ~n are generated recursively: 

A~o = (sJ(CP~Si» - (Sj I<CP~sj»' 

A~n == XBtf;n-l' n > O. 

(31) 

(32) 

(33a) 

(33b) 

The second term in Eq. (32) is included to remove 
fundamental mode contamination which may arise 
from numerical roundoff. (A mutual biorthogonality 
relation exists which requires that (1)t., Btf; n) = 0, 
n ?: 0.) 

A perturbation theory may be derived, similar to the 
previous section, from the difference 

(34) 

where the unperturbed trial solutions are used to 
evaluate F4 and F 4' Perturbed system parameters 
are used to evaluate F 4, while F 4 is evaluated with 
the unperturbed parameters. The result, accurate to 
second order, is 
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oR7j (cp~OS) (CP~OSi) 
RU = (<P~Si) - (CP~s) - <cP~, [M- O(XB)]tf;). (35) 

The reasoning of the previous section indicates that 
the third term in Eq. (35) is a refinement upon con­
ventional theory which accounts for the effect of the 
perturbation on the adjoint. Gandini 9 obtained an ex­
pression equivalent to Eq. (35), subject to the con­
straint 0 (AB) == MB, and algorithms equivalent to 
Eqs. (31)- (33), in his extension of Usachev's general­
ized perturbation theory. 

VI. BILINEAR RATIOS-INHOMOGENEOUS 
SYSTEMS 

In many practical situations an estimate of the ratio 
of bilinear functionals of the solutions cP of Eq. (4) and 
cP * of Eq. (7) 

(36) 

is required. Here Hi and Hj are arbitrary linear 
operators. A direct estimate from Eq. (36) leads to 
errors which are of first order in ocp* and acp, the 
differences between the trial functions if> * and if> used 
to evaluate Eq. (36) and the solutions to Eqs. (7) and 
(4), respectively. 

The variational functional 

F 5 [ cp*, r*, cP, r] == «CP*,HiCP)/(CP*,HjCP» 

x {1- (r*, [(A-B)<P-S])-([(A * -B*)CP* -S*], r)} 

(37) 
provides an estimate of P ij which is accurate to 
second order in 0 <P * , 0 cP and the functions or * and 
or, which are the differences between the trial func--. -tions rand r used to evaluate Eq. (37) and the solu-
tions of 

(A * - B*)r*== (HtCP*/(<P*,HiCP»- (Hj<P*/(CP*,HjCP» (38) 

and 

respectively. Proof follows from the stationarity 
properties of F 5• 

A perturbation theory for changes in P ij correspond­
ing to perturbation in the system parameters can be 
derived from the difference 

(40) 

where both F5 and F5 are evaluated with approxima­
tions to Eqs. (4), (7), (38), and (39) for the unperturbed 
system; and F5 is evaluated with the perturbed para­
meters, while Fs is evaluated with the unperturbed 
parameters. The result, accurate to second order, is 

OPij = (CP*;WiCP) _ (CP*;WjCP) -(r*,[(M-oB)CP-oS]) 
P tj (cp ,HiCP) (CP ,HjCP) 

- ([(M * - oB*)CP* - os*],r). (41) 

The first two terms in Eq. (41) correspond to the con­
ventional theory and would be exact if the perturba­
tion did not alter cP * or cp. The third and fourth 
terms are refinements which account for the effect 
of the perturbation upon cP and cP *, respectively. 
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Vll. BILINEAR RATI08-HOMOGENEOUS SYSTEMS 

Consider again the problem of estimating P ij of Eq. 
(36), this time with ¢~ and ¢A' the fundamental eigen­
solutions of Eqs. (3) and (1), respectively. As before, 
a direct estimate from Eq. (36) would have an error 
which was first order in {j¢~ and {j¢A' the differences 
between the trial functions cP~ and CPA used to evaluate 
Eq. (36) and the solutions of Eqs. (3) and (1), respec­
tively. 

The variational functional 

F6 [ ¢~, r*, ¢A' r] = «¢~,Hi¢A)/<¢~,Hj¢J) 
x [1- <¢~, (A - >'B)r) - <r*, (A- >.B)¢A)] (42) 

provides an estimate of P ij which is accurate to 
second order in {j¢~, O¢A' and the differences or* and 
or between the trial functions used to evaluate Eq. 
(42) and the solutions of 

(A* - >'B*)r* = (Ht¢~ /<¢~,Hi¢A»- (HJ¢U<¢~,Hj¢») 
(43) 

and 

(A - >'B)r = (Hi¢A/<¢~,Hi¢J) - (Hj¢A/<¢~,Hj¢J), 

(44) 

respectively. Proof follows from the stationarity 
properties of F6 • 

Equation (43) has a solution because the rhs is ortho­
gonal to ¢A' the fundamental eigensolution of Eq. (1). 
Application of successive approximations to Eq. (43) 
yields (see Appendix for discussion of convergence) 

(45) 

where 

r: = ~= - «~=,B¢J/<¢~,B¢J)¢~, (46) 

and the ~: are generated recursively: 

(47b) 

Similarly, a solution to Eq. (44) may be constructed 
from 

00 

r = 6 r n , (48) 
n=O 

where 

r n = ~n - «¢~,B~)/<¢~,B¢A»¢A' (49) 

and the ~n are generated recursively: 

A~n = >'Br n-ll n > O. (50b) 

The second terms in Eqs. (46) and (49) are included 
to remove any fundamental mode contamination which 
may arise from numerical roundoff. (Mutual biortho­
gonality relations exist which require that <r n* ,B ¢J = 
0, <¢t,Br n) = 0, n ~ 0.) 

A perturbation theory for changes in Pij correspond­
ing to perturbations in the system parameters can be 
derived from the difference 

OPij = F6f ¢~, r*, ¢A' r] - F6 [ ¢~, r*, ¢A' r]. (51) 

As before, Ff" and F6 are both evaluated with trial 
functions which approximate the solution of the unper­
turbed Eqs. (1), (3), (43), and (44). Perturbed para­
meters are used to evaluate Ff", while unperturbed 
parameters are used to evaluate F6 • The result, accu­
rate to second order, is 

OPij = <¢~: OHi¢J _ < ¢~; OHj ¢A) _ < ¢~, [OA _ o (>tB) ] r) 
Pij <¢A,Hi¢J (¢A,Hj¢J 

- (r*,[OA - o(>.B)l¢A)' (52) 

Again, the first two terms in Eq. (52) correspond to 
the conventional result. The third and fourth terms 
are refinements which account for the effect of the 
perturbation upon ¢~ and ¢A' respectively. 

Gandini9 obtained a perturbation expression similar 
to Eq. (52), subject to the constraint o(>tB) = >"oB, and 
algorithms equivalent to Eqs. (45)- (50) in his exten­
sion of Usachev's generalized perturbation theory. 
The functional F6 specializes to a variational princi­
ple given by Delves10 for estimating quadratic func­
tionals, rather than ratios, when the operators are 
assumed to be self-adjoint and the formalism is re­
vised to omit the term in the denominator. 

vm. POSSIBLE APPLICATIONS TO NUCLEAR 
REACTOR PHYSICS 

Potential applications to problems in reactor physics 
are considered to illustrate the use of the theory 
presented in the previous sections. Hopefully, these 
examples will suggest applications in other fields by 
analogy. 

Frequently, the solution to a problem slightly differ­
ent from the problem of interest is either available 
or readily obtainable, and one would like to use this 
solution to compute a ratio of functionals for the 
problem of interest, or one would like to assess the 
change in the ratio of functionals corresponding to 
the changes leading from the problem for which a 
solution is available to the problem of interest. In 
the former case, the variational functionals Fl 
through F6 provide a more accurate estimate of the 
ratio of functionals than would be obtained by a direct 
evaluation of the ratio using the available solution. 
In the latter case, the perturbation expressions pro­
vide a means, accurate to second order, of asseSSing 
the change in the ratio of functionals without the 
necessity of calculating the solution for the problem 
of interest. Changes in material composition, ma­
terial arrangement, mathematical model, nuclear data, 
source, and fuel temperature arise in reactor analy­
sis. 

Material composition changes occur when one ma­
terial is substituted for another (e.g., insertion of a 
control rod, experimental device, detector, etc.) and 
when changes in isotopic composition due to fiSSion, 
activation, and radioactive decay take place. Changes 
in material arrangement may arise from thermal 
expansion or chang,es in the loading pattern. In a 
somewhat different vein, the material in a reactor 
may be homogenized in the calculational model to 
facilitate obtaining a solution. This homogenized 
solution could be used, together with the actual hete-
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rogeneous material configuration, in a variational 
functional to obtain an estimate of a ratio in the ac­
tual system, or in a perturbation expression to assess 
the difference between the ratio in the fictitious 
homogenized model and in the actual heterogeneous 
model. (Variational and perturbation expressions for 
the eigenvalue have been applied to this end. 11 ,12) 

In the same vein, a simplified mathematical model 
may be used to obtain an approximate solution. This 
solution may be used in a variational functional con­
structed for a more rigorous mathematical model to 
obtain an estimate of a ratio. Alternately, the pertur­
bation expression, with OA and 6B corresponding to 
the differences between the more rigorous and 
approximate operators, could be used with the app­
roximate solution to assess the effect of the differ­
ence between the more rigorous and approximate 
models on the ratio. Replacing high-order neutron 
transport approximations with low-order approxima­
tions, such as diffusion theory, and neglecting aniso­
tropy in the neutron angular scattering distributions 
are typical simplifications. 

Perturbation expressions of the form presented in 
this paper have been used to assess the effect of 
nuclear data uncertainties upon ratios of functionals, 
both for the purpose of assessing the implied uncer­
tainty in the performance of nuclear reactors l3,14 

and for adjusting averaged cross sections to obtain 
agreement with integral experiments. 15 , 16 Use of 
the variational functionals would allow an estimate 
of the corresponding ratios when new data became 
available without the necessity of obtaining a solution 
corresponding to the new data. 

The variational functionals Fl and F2 are appropriate 
for estimating reaction rates or activation ratios in 
subcritical (F

1
) or critical (F2 ) reactors. In this case 

~. and ~. are the cross sections appropriate to the 
r~action~, distributed or localized in space and 
energy according to the dictates of the problem. The 
functionals can also provide an estimate of relative 
local flux or power peaking if ~i == 6(r - r i ) or 
~J6(r - r t ) and ~. == 1 or ~f' respectively. o(r - r i ) 

is the Dirac delta~ r is the spatial variable, and ~ J is 
the macroscopiC fission cross section distributed in 
space and energy. Another use of these functionals 
is to estimate the relative neutron flux above some 
energy E min • In this case, ~i == U(E - E min ) and 
~. == 1, where U is the step function. 

J 

An estimate of the relative importance of neutron 
sources s. and s . to the reaction rate (S*, cp) in a 
subcritica'l reacfor is provided by the variational 
functional F3• Both F3 (subcritical) and F 4 (critical) 
provide an estimate of the relative local adjoint when 
St == o(r- r i ) and Sj = 1. 

The variational functionals Fs (subcritical) and F6 
(critical) provide an estimate of reactivity worths, 
effective delayed neutron fraction, and effective 
prompt-neutron lifetime, depending upon the choice 
of Hi and Hi" When Hi is the change in the neutron ) 
balance operator - .0. (A - AB) (critical) or -.o.(A - B 
(subcritical) due to a sample inserted into a reactor, 
and Hj is the integral operator 

x(E) 100 
dE' lI~f(E',r), 

o 
then the variational functionals provide an estimate 
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of the reactivity worth of the sample. Here E is the 
neutron energy, II is the number of neutrons per fis­
sion, and X is the energy distribution of fission neut­
rons. When Hi is the integral operator 

Xd(E) 1000 

dE' /I{3~ f (E', r), 

and Hj remains the same, an estimate of the effective 
delayed neutron fraction is provided by the variational 
functionals. Here,.{3 is the fraction of delayed fission 
neutrons, and Xd is the distribution in energy of these 
delayed neutrons. If Hi is the inverse neutron speed, 
andHj remains the same,F5 and F6 provide an esti­
mate of the prompt-neutron lifetime. A ratio of reac­
tivity worths results when both Hi and Hj are changes 
in the neutron balance operator. 

Thus, there are many potential applications of the 
theory to nuclear reactor physics, only a few of 
which have been examined to date. Certainly, fruitful 
applications must exist in other fields as well. 

APPENDIX 

The method of successive approximations was used 
to construct a solution to the flux importance equation 

(A - AB)x == S 

of the form 
00 

X == L; Xn' 
n=O 

where 

AXo == S, 

AXn == ABXn-l> n > O. 

(AI) 

(A2) 

(AS) 

(A4) 

Solving Eqs. (AS) and (A4), which requires the assump­
tion that A-I exists, 

Xn =A-IABXn_l == (A-I AB)nA-lS, n 2= 0, (A5) 

and substituting in Eq. (A2) yields 
00 

X = L; (A-IAB)nA-lS. (A6) 
n=O 

It was shown previously that 

(cp~,S)==O, 

where cP ~ is the fundamental (i == 0) eigenfunction of 

Thus, S can be represented by an expansion in the 
higher harmonic (i > 0) eigenfunctions CPi of 

(A7) 

(AS) 

assuming that these eigenfunctions form a complete 
set. Writing 

it follows that 
00 

(A-IAB)nA- 1S == 6 at (Ao/At)n CPt· 
i=1 

If it can be established that AO < IAil, i 2= 1, then the 
sum in Eq. (A6) converges and may be written 
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00 

X = 2:; (A-1XB)nA-1S = (I -A-1AB)-lA-1S 
,,=0 = (A - AB)-lS, (A9) 

which is the solution of Eq. (A1). For example, when 
A and B correspond to the removal and fission opera­
tors in the multigroup, finite-difference representa­
tion of neutron diffusion theory, there are positivity 
proofs17 which assure the convergence of the series 
in Eq. (A9). 

A somewhat more general proof may be developed 
from a theorem of linear algebra,18 which states that 
if the range of (A - AB) is closed, which is assumed, 
then Eq. (A1) has a solution for a given S if, and only 
if, S is biorthogonal to every solution of the adjoint 
homogeneous equation 

(A - AB*)cp* = O. (A10) 

The vectors S defined by the right-hand sides of Eqs. 
(30) and (43) have this property, which establishes the 
existence of a solution to Eq. (A1), at least for those 
situations in which Eq. (A10) has a solution. 

Assuming that A -1 exists, Eq. (A1) may be written 

(I - A-1AB)X = A-1S. (All) 

By defining 
N N 

ZN == 2:; (A-lAB)" == 2:; P", 
n=O n=O 

(A12) 

it will be shown that the condition sufficient for con­
vergence of the series in Eq. (A6) to the solution of 
Eq. (A1) is: That for all vectors y, there exists a con­
stant y , independent of y, such that 0 < y < 1 and such 
that 

(A13) 

where I I denotes the norm. 

First, it will be shown that Eq. (A13) is sufficient to 
insure convergence of the sequence Z NX. For any vec­
tor x(M ::::: N), 

N N 
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n=M+l n=M+1 
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A method to solve nonlinear dissipative wave equations using ideas of Luke, Krylov, and Bogolyubov is presented. 
The ,?ethod.is co~pared to. Whitham '5 theory, Dispersion relations for nonlinear dissipative waves, including 
amplItude dIspersIOn, are dIscussed. Furthermore, stability problems of such waves are investigated. 

INTRODUCTION 

Mathematical progress during the last years makes 
it possible to investigate the dispersion of nonlinear 
wave equations. 

Lashinskyl has discussed in detail the motivation to 
investigate mathematical models for nonlinear modes 
in plasmas, and he also presented such a model2 

starting from a weakly nonlinear oscillator equation 

x + w5x = - EF(x, x). (1) 

To discuss the solutions of this equation, Lashinsky 
used the method of averaging in conjunction with the 
technique of variation of parameters (Krylov­
Bogolyubov method3). For E = 0, Eq. (1) has the solu­
tion 

x = A cos(wot + 1/1), (2) 

where now A --7 A(t), 1/1 --71/1 (t) for E :j:: O. Under the 
assumptions E« 1, AI A« wo,1/;11/I « wo' which 
express a weak nonlinearity, by the so-called method 
of averaging (over one period) the leading terms in 
a Fourier expansion can be found, and finally 

• E J211 
(A) = - -2 - F(A cose - woA sine) sine de, (3) 

1TWo 0 

where e = wot + 1/1. 
The right-hand sides are functions of the amplitude 
A only since the time was averaged out over one 
period. From (3), the amplitude A(t) as a function of 
time t can be computed. 2 Lashinsky also considered 
weakly nonlinear waves in bounded plasmas. He in­
vestigated the equation 

(4) 

by using expansions of the type 

cp = :0 aAJt)CPA(x). (5) 
A 

The orthogonality conditions of the cP A and the period 
averaging process result in similar equations like 
(3). 

The averaging over the period was also used by 
Tam.4 He considers the propagation of nonlinear 
dispersive waves in a cold nondissipative plasma. 
He uses a perturbation technique and introduces fast 
and slow variables giving the periodic and the non­
linear (averaged) part of the solution. Also, Luke5 

uses this method in his investigation of the non­
linear wave equation 

He demonstrates that his technique is equivalent to 
Whitham's averaged Lagrangian method.6 - s 

(6) 

In this paper we extend Whitham's theory of the 
averaged Lagrangian to dissipative waves. Tam9 

points out that the effect of collisional dissipation on 
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nonlinear dispersion is important. Collisional damp­
ing may reduce the effect of nonlinear instability. 

DISPERSION RELATION AND AVERAGED 
LAGRANGIAN 

We consider waves cp(x, t) which satisfy a strongly 
nonlinear weakly dissipative partial differential equa­
tion of such a form that the linear wave equation can 
be split off. Rotating our coordinate system so that 
the wave vector k points into the direction of the x 
axis we write for our wave equation 

(1/ c2)cptt - CPxx + bcp + Egcpt 

= - V'(cp) + EN(cpt) + ECPtG(cP), (7) 

where V', N, and G are nonlinear functions, V' ::= 

dvldcp, and c, b, and g are constants which may de­
pend on w. E is a small parameter measuring the 
weakness of the dissipative terms. We now define a 
phase surface 

e(x, t) = const, (8) 

which has the property that all points (x, t) on it have 
the same value of the wavefunction cpo From (8) we 
have 

de = e"dx + etdt = 0, (9) 

so that points moving with the speed 

dx -e t 
dt = -e- (10) 

x 

see a constant phase e. Defining wavenumber and 
frequency by 

ae 
at + W = 0, 

we see that (10) is the phase speed. In the three­
dimensional case we have ve = k, and therefore 

curl k = 0, 

(11) 

(12) 

which indicates that wavecrests are neither vanishing 
nor splitting into two or more crests'! 0 From (11) 
and (12) the conservation equation of WGvecrests, 
Eq. (13), follows: 

ak at +Vw = O. 

In a similar way it can be shown10,11 that a point 
moving with the group velocity 

dw 
dk 

(13) 

(14) 

sees W unchanged. After this disgression, we return 
to Eq. (7). Its Lagrangian reads 

L(cp, CPx' CPt) = (11 c2Hcp~ - ~ cp~ - Hcp2 - V(cp). (15) 

1126 
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Since the system is dissipative, the Euler Lagrange 
equations read12- 14 

a aL a aL aL 
ax act> + at acjJt - acjJ = - EgcjJt + EN(cjJt) + EcjJP(cjJ), 

x (16) 

where N( cjJt) may be of the form 

N(cjJt) = - cjJr-I, (17) 

where n = 1 %, 2, 2 %, •• '. Substituting the Lagrangian 
(15) into (16) we immediately obtain our wave equa­
tion (7). We will now make a classification of our 
wave equation: 

I. N = 0, G = 0, V' = 0: The equation is linear; k and 
u", are independent of x and t. 

1. b = 0, g = 0: no dispersion, no dissipation; 

cjJ = Aeikx-iwt, w = ± ck. (18) 

2. b:j:: 0, g = 0: frequency dispersion, no dissipa­
tion; 

cjJ = Aeikx-iwt, w = ± c(k2 + b2)l/2. (19) 

Any function w (k), with exception of the definition (18) 
for c, is called a dispersion relation of a linear wave 
equation. Such dispersion relations may also be 
found by Laplace-Fourier transformation of the 
linear wave equation. l5 

3. b = 0, g:j:: 0: Dissipative case, g = Eg; 

cjJ = Aeikx-iwt, U,,'= - %igc2 ± c(k2 - ig2c2)l/2. 
(20) 

4. b =1= 0, g =1= 0: Dissipative case, cjJ like in (20); 

D(w, k) =0 (w2/ c2) - k2 - b + giw = O. (21) 

n. If neither N, G, nor V vanish, the wave equation is 
nonlinear. If the nonlinearity is weak, which we de­
fine by 

1 J21f 
(ex) = "2" exxde ~ 0, 

7T 0 1 21f ~ 
(e tt )=-2 J ettde~o, (22) 

7T 0 

so that e = k and e t = - w become constant "in the 
average": i.e., when appearing under an integral J~ 1f 

••• de, then a dispersion relation of a nonlinear wave 
equation can be derived. It turns out that w is not 
only a function of k (frequency dispersion), but also 
of the amplitude A (amplitude dispersion). Using 
Luke's method of stretched variables, an amplitude 
dispersion relation can be derived also for strongly 
nonlinear waves. 

In the dissipationless case (g = G = N = 0), Whitham 
suggested6,7.l6 the existence of a variational principle 

~ a£ + ~ a£ = 0 
at aet ax aex 

(23) 

for the averaged Lagrangian 

(24) 

and he assumed that the variation of £ with respect 
to the amplitude A or to the energy E = %A2, i.e., 

£ E = 0 or £ A = 0 (25) 

gives the dispersion relation of the nonlinear equa­
tion. Equations (13), (23), and (25) determine the 
three functions k(x, t), w(x, t), and A(x, t). For exactly 
linear nondissipative vibrations and waves the con­
dition (25) becomesl7 

£ = O. (26) 

This is trivial since L = T - U and the virial theorem 
states for periodic motion that (T) = (U) so that the 
dispersion relation for linear motions, i.e., Eq. (26) 
follows from the virial theorem. 

In the dissipative case a principle analogous to the 
Whitham principle (23) may be found by averaging 
(16). A proof of the result will be given in the next 
chapter. We first rewrite (16) using 

cjJ = cjJ(e). (27) 

By substituting into (16) we get 

a (de OL) 0 (de OL) oL de 
ox dcjJ oe x + at dcjJ ae; - ae dcjJ 

dcjJ dcjJ 
= EWg de + EN - Ede wG. (28) 

By averaging now Eq. (28) with (1/ 27T) J ... dcjJ and 
using (24) we obtain 

o o£o 0 o£o _ Egw J2 1f dcjJ 
oX ae x + at ae; - 21T 0 de dcjJ 

+ ~ J21f NdcjJ- WE t1f G dcjJ dcjJ =0 Q. 
27T 0 27T 0 de 

(29) 

This is the variational principle which replaces (23) 
in the dissipative case. (13) remains unchanged, and 
an equation replacing (25) will be derived in the next 
chapter in the course of proving (29). 

THE TAM-LUKE METHOD APPLIED TO DISSIPA­
TIVEWAVES 

As mentioned earlier, all equations necessary to de­
termine k(x, t), w(x, t), and A(x, t) of (18) can be de­
rived4 ,5 using a special technique and without using a 
Lagrangian. We now extend this technique to the dis­
sipative case. We prefer this technique because 
Whitham's method gives wrong results in special 
cases. (If one conSiders, e.g., (7), (15) for V = N = 
G = g = 0, then (25) or (26) do not give the right dis­
persion relation which is given by (19). Whitham 
thinks7 that this restriction of the form of the Lagran­
gian presumably corresponds to the assumption of 
separability of the Hamilton-Jacobi equation in the 
classical theory of adiabatic invariants.) Following 
Luke,5 we introduce stretched variables by 

X= EX, T = Et. (30) 

In order to include relatively fast local oscillations 
(through the dependence on the variable e) and to take 
care of the slow variations of A, k, and w (through the 
dependence on the 'stretched variables X and T), we 
make the expansions 

cjJ(x, t) = U(e, X, T) + EUl (e, X, T) + O(E2), (31) 
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V'(cp) = V'(U) + €U1 V" (U) + O(€2), (32) 

N(cpt) = N(- Uew) + €(UT - U1e w)N'(- Uew) + O(€2), 

(33) 

(34) 

Substituting (31)-(34) into (7) we obtain by equating 
the various powers of € (and neglecting €2 ••• ) 

U ee [(w2/ c2) - k 2)] + bU = - V'(U), (35) 

which replaces (25) and 

U1ee [(w2/ c2) - k 2]+ bU1 + U1 V" (U) = F, (36) 

where 

i= (2/c 2)UeT w + 2Uexk + (1/c2)Ue WT + Uek x 

+ gUT + N(- wUe ) + G(U)UT • (37) 

The dispersion relation is contained in (35). In order 
to show that (36) is equivalent to (29) we first show 
that U 1 = Ue is a solution of the homogeneous equa­
tion (36). This is done by derivating (35) with respect 
to 6 and showing that the result is identical to (36) 
for F = O. In order to solve (36), we then write 

(38) 

substituting into (36) one receives 

(39) 

U sing the identity 

(40) 

and multiplying (39) by Ue , we obtain after elimina­
tion of W by (38) and integration 

[(w2/ c2) - k 2](U1e Ue - U1 Uee) = + t FUe d6. (41) 
o 

In order to avoid18 secular terms proportional to 
integer powers of 6, U1 and U1e must be bounded. 
But U1 or U1e are not periodic and are unbounded 
unless the integral in (41) is bounded for large 6. 
Now, if U (and Ue, UT = - wUe) are periodic, then the 
integrals are bounded and secular terms can be 
avoided. The integration has to be carried out only 
up to the period T. Multiplication of (35) by Ue and 
integration yields 

U = [2E(X, T) - bU2 - 2V(U)]1/2[(w 21c2) - k2]-1/2. 
e (42) 

Here the energy E(X, T) is an integration constant. 
From (42) we see that U( 6) is a periodic function: 
For V = 0 we have a harmonic function, for V = 
sinU or polynomial up to the fourth degree, U(6) is a 
Jacobi elliptic function, and for higher polynomials 
we have the inverse functions of hyperelliptic or 
Abelian integrals representing also periodic func­
tions. If U is periodic, then Ue ' U x' UT, and Fare 
periodic. Then 

r FUe d6 == 0, o 
oJ. Math. Phys., Vol. 13, No.8, August 1972 

(43) 

and from (37) we obtain 

_a (~r UedU) + _a (kJT UedU\ 
aT c2 0 ax 0 'J 

= - gw J T Ue dU - r NdU + w J T GUe dU (44) 
000 

since, during one period T, dU = Ue d6. Skipping the 
factor 1/21T, replacing 21T by T, we see from (30), (24), 
and (15) that (44) is equivalent to (29). QED 

The three equations (13), (35) instead of (25), and (44) 
determine w(X, T), k(X, T), A(X, T) = .J2E(X, T). The 
dispersion relation is obtained by integration of (42). 
With an appropriate choice of the integration constant 
we have 

c2 0 ( 
w2 _ k 2) 1/2 J T (2E _ bU2 _ 2Vtl/2dU - 21T 

== D(w, k, E) == O. (45) 

This relation contains E (and therefore the amplitude 
A) and describes amplitude dispersion: w = w (k, E). 
It may be also written in the form (25). (35) and (42) 
are conservative equations; but (44) is not. If, how­
ever, N = g = G = 0, then also (44) reduces to the con­
servative case (23) and 

A = .J2E = const. (46) 

This result may also be derived by the Krylov­
Bogolyubov method. For V' = 0, (35) has the generat­
ing solution 

U = A sin(Q16 + 1/1), Ue = AQI cos(Q16 +1/1), (47) 

where A, 0',1/1 are constants and 

b/Q12 = (w2/c2) - k 2• (48) 

Now, for V' =F 0 according to Krylov-Bogolyubov we 
let A--- A(6),I/I---I/I(6),and we then have from (47) 

AQI cos(Q16 +1/1) ==A sin(Q16 +1/1) 

+ A(Q1 + if;) cos(Q16 + 1/1) (49) 

and therefore (A ==dA/d6) 

A sin(Q16 + 1/1) + Atj; cos(Q16 + 1/1) = O. (50) 

Substituting Uee = AQI cos(Q16 + 1/1) - AQI(Q1 + ~) 
sin(Q16 + 1/1) into (35) gives 

A = - (Q1/b)V' cos(Q16 + 1/1), (51) 

~ = (0'/ Ab)V' sin(Q16 + 1/1). (52) 

Expanding V'(U) sin(Q16 + 1/1) [resp. V'(U) cos(Q16 + 1/1)] 

into Fourier series and integrating (1/ 21T) J2 If ••• dl/l 
. 0 gIVes 

. 0' 1 J21f 
- (A) = b 21T 0 V'(U) cosl/nh/l (53) 

-which might be compared to (3)-and 

. 0' 1 J27T, . 
(1/1) = Ab 21T 0 V (U) sml/ldl/l. (54) 

Via (47), (53) can be written JV'(A sinl/l)d sinl/l = 0, 
and we then have the following. 
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Th eorem 1: For any nonlinear conservative wave 
equation of the type (7) the amplitude A (and therefore 
the energy E) is constant. Defining an effective fre­
quency 

n=a+{v, 

we may write (47) in the form 

U = A{O) sin<fndO + 1/10)' 

where 1/10 = const. Equation (54) and 

O(x, t) = k(x, t)x - w(x, t)t 

then give a dispersion relation for n. 

(55) 

(56) 

(57) 

Nonlinear dissipative case (V' ::;:: 0): From (7) we 
now have 

Uee [(w 2 / c2 ) - k21 + bU - EgWU 
= EN(-{lew) - EG(U)Uew (58) 

so that V' in (53) and (54) has to be replaced by 

c1V' ~ gwA(B)a cos(aB + 1/1) + wG[A sin(ae + 1/1)) 

'A(e)a cos(ae + 1/1) -N[-wAa cos(aB + 1/1». 

Then from (54) we have < ~ > = 0 and the following. 

Theorem 2: For any nonlinear dissipative wave 
equation of the type (7) the frequency w is not modi­
fied by the dissipation terms in first order of E. 

The case b = 0 presents problems here, since in this 
case the Krylov-Bogolyubov method cannot be ap­
plied to (35). 

STABll.ITY 

In many cases Eq. (35) cannot be solved exactly or 
the wave equation is not of the type (7). In these 
cases Lighthill19 proposed for conservative systems 
an expansion of £. We would like to follow up a simi­
lar way for the dissipative case. In general, £ = 
£(w,k,A). We are,however,able to eliminate,e.g., 
A from one of the three equations determining w, k,A 
or from the amplitude dispersion relation. With £ = 
£(w, k) we rewrite (29) by exchanging the order of 
differentiation 

A similar equation, namely 

+ ex a~ J~ Ue dU = gOt J~ UedU + J~ NdU 

- Bt J; GUedU 

* On leave of absence from Institute for Theoretical Physics, Uni­
versity of Innsbruck, Innsbruck, Austria. 

(59) 

(60) 

1 H.Lashinsky,Symposium on Dynamics of Fluids and Plasmas, 
University of Maryland,October 1965 (Academic, New York, 1966). 

2 H. Lashinsky, "Mathematical Models for Nonlinear Mode Inter­
actions in Bounded Plasmas," in Nonlinear effects in Plasmas, 

may be derived from (44). 

This is a partial differential equation for e(x, t). We 
now expand £. Since £lin = 0 according to (36), £ 
measures exactly the derivation from the disperSion 
relation of the linear equation. In order to make this 
more explicit we expand 

£(w,k) £(T,k) = aT2 = a[w -f(k)12, (61) 

where Wo = f(k) is the dispersion relation of the Ii­
near equation,e.g.,(21). We then have the corres­
pondence 

a a 
-~-, 

aw aT 
where T and k are now two independent variables. 
Since then £k = 0, £T = 2aT, £TT = 2a, (59) takes 
the form 

Ott + 2j'8xt + (f'2 -f"T)8xx = 1fQ/a. (62) 

Sincef =f(k), Ox = k(x,t),this is a quasilinear par­
tial differential equation for (J (x, t). Applying usual 
characteristics method, see e.g., Ref. 20,one may 
write (62) in the form 

AOxx + BOxt + Ctt = trQ/a. (63) 

Then the characteristics are: 

Real (hyperbolic equation), if B2 - 4AC == 41"1' > OJ 

Complex (elliptic equation),if B2 - 4AC 41"1' < O. 

We see that the dissipative term Q does not enter into 
this condition. So for (61) we have the following the­
orem. 

Theorem 3: (a) The effect of nonlinear terms on 
the stability behavior is described by f"(k)'[w -f{k)]. 
The stability behavior of the linear equation, des­
cribed by Wo =f(k) is not altered by nonlinear terms, 
if f"(k)' [w - f(k)] > O. If,however,f"(k)' [w - f{k)] 
< 0, then the nonlinear terms may destabilize, an 
otherwise stable solution of a linear equation. 

(b) The inclusion of a diSSipative term Q does not by 
itself modify the character of the stability behavior; 
but the time behavior of unstable and stable modes is 
modified. 

Examples and applications of this theorem will be 
given in forthcoming papers. 
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The structure of Choquet simplexes of equilibrium states of infinite system in quantum statistical mechanics is 
investigated. It is shown that a facial simplex is a Bauer simplex whenever its extreme points form a physically 
equivalent class; however, the simplex of KMS states for a given inverse temperature is not a Bauer simplex 
if it is not a singleton. 

1. INTRODUCTION 

In the algebraic approach of statistical mechanics, the 
equilibrium state of infinite system is described by 
the state (the normalized positive linear form) on a 
suitable C*-algebra. Some important features of the 
equilibrium states are their invariance under some 
group (translations in ZV, or R v, Euclidean transfor­
mations, etc.), and their analytic property known as 
the Kubo-Martin-Schwinger boundary condition. The 
mathematical structure of the eqUilibrium states with 
these properties, namely, the invariant states and 
KMS states, have been intensely studied. In many 
cases, the set of these states turns out to be a com­
pact convex set and a Choquet simplex, e.g., the set of 
all states invariant under a group G on a G-Abelian 
C * -algebra, 1 and the set of all KMS states for a 
given inverse temperature. 2 ,3 Therefore, it would be 
interesting to study the mathematical structure of 
equilibrium states from the aspect of simplexes and 
compact convex sets, which have been highly developed 
and widely applied to different fields in mathematics. 4 

The nice simplexes are those with closed extreme 
boundary, namely, those of which the extreme points 
form a closed set, i.e., Bauer simplexes.4 Hence, the 
first step in our study of the equilibrium states in 
this direction is to investigate whether they could form 
nice simplexes. 

For the set.of invariant states under a group, a charac­
terization for a Bauer simplex has been found by 
Stglrmer. 5 Thus, we shall study mostly the character­
izations of simplexes of KMS states in the present 
paper. 

We begin with facial simplex (see definition in Sec. 3), 
which 'in many cases turns out to be a Bauer simplex. 
It is shown that a facial simplex of the state space of 
a C*-algebra is a Bauer simplex if its extreme pOints 
form a physically equivalent class. However, in gen­
eral, the simplex of KMS states is not a Bauer sim­
plex. First, we give a characterization for Bauer sim­
plex of KMS states on a separable C * -algebra, then, 
we show that for a separable GCR C*-algebra, the set 
of KMS states is not a Bauer simplex if it is not a 
singleton. And, a characterization for a separable 
simple C*-algebra is found, which will be interested 
in the quantum lattice system or the C*-algebra 
associated with canonical anticommutation relation. 
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In Sec. 2, we give some definitions and notations for 
the compact convex sets and simplexes. We recall 
some well-known results and show briefly that the 
KMS states for a given inverse temperature form a 
Choquet simplex from Refs. 2 and 3. 

We study the facial simplexes in Sec. 3. Our main 
result in this section is Theorem 3.1, and we point out 
that the simplex of KMS state is a facial simplex of 
the simplex of invariant states under the time trans­
lation. 

Section 4 deals with the simplexes of KMS states. 
The characterization of a Bauer simplex is given in 
Theorem 4. 1. Theorem 4. 2 shows the nonexistence of 
Bauer simplex on a separable GCR algebra. A char­
acterization of Bauer simplex for a separable, simple 
C*-algebra is in Theorem 4.3. 

We apply topological method in the proof of our the­
orems, and Theorems 4.1 and 4.3 are two topological 
characterizations for Bauer simplexes. 

2. PRELIMINARIES 

In this section we give some preliminary definitions 
and notations and recall some well-known results. 

Let X be a vector space and Q a convex subset of X. 
A face of Q is a convex subset F of Q such that for all 
x,y,z E: Q with Z = AX + (1 - x.)y, where 0 < x. < 1, 
Z E: F implies x,Y E: F. The extreme points ofQ,de­
noted by E(Q), are just the one-point faces of Q. We 
note that if F is a face of Q, then E(F) ~ E(Q). 

If C is a cone in X, i.e., C is a subset of X such that 
C+C~C,aC~C fora>O,andCn(-C)={O}. We 
order the elements of Xby X s y if Y - X E: C. C is a 
lattice cone if for each x and y in C there is a great­
est lower bound x A y in C. It follows that each pair 
x,y E: C have a least upper bound x V y in C, and in 
fact both bounds exist for all elements in C - C (Ref. 
6, pp. 59-60). A base of C is an intersection of C with 
a hyperplane H, where H is a hyperplane in X not con­
taining 0 that meets all generators of C, Le., for all 
x E: C - {O}, there is an a> 0 with ax E: H. A convex 
set K in X is called a simplex if it is the base of a 
lattice cone. It is readily verified that a convex subset 
F of K will be a face of K if and only if x E: F, y E K, 
and 0 s y s ax for some positive scalar a imply that 
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Y E F. We refer the reader to Refs. 4 and 6 for the 
general theory of simplexes and compact convex sets. 

Let X be a locally convex Hausdorff space and K a 
compact convex subset of X. If K is a simplex, then 
K is a Choquet simplex. Furthermore, a Bauer sim­
plex K is a Choquet simplex with the closed boundary, 
hence its extreme points E(K), which is not empty, 
form a closed set in K. Hereafter a simplex will 
mean a Choquet simplex in a locally convex Hausdorff 
space. 

In Ref. 7, Effros has introduced a topology on E(K) for 
a simplex K, called the structure topology, whose 
closed sets are exactly those sets E(F) for a closed 
face of K. E (K) endowed with this topology is called 
the structure space. This structure topology is T I 
and compact, but, in general, not Hausdorff. It is Haus­
dorff if and only if K is a Bauer simplex. Moreover, 
this topology is weaker than the relative topology on 
E(K) induced by the given topology of K. And, these 

two topologies on E(K) coincide if and only if K is a 
Bauer simplex. 4 A detailed study of the structure of 
Choquet and Bauer simplexes can be found in Ref. 4. 

Let ~( be a C*-algebra with identity 1. An ideal I of 
W is called primitive if I is the kernel of an irredu­
cible representation of ~(. We denote by Prim (9l) the 
set of all primitive ideals of 9(. Prim (90 can be topo­
logized by the hull-kernel operation as follows: 

If 5 is a subset of Prim (~O, then the kernel of 5 is the 
closed ideal 

k(S) = n {J;J E S U {2t}}. 

If J is any subset of W , let 

h(J) = {I E Prim (91); I :2 J}, 

this is called the hull of J. Then 

5 ---75- = hk(5) 

is the closure operation of the Jacobson topology on 
Prim (90. And, the closed subsets of Prim (90 are 
just those of the form h(J), where J is any subset of 
W. The Jacobson topology is a To-space (Ref. 8, Sec. 
3.1). 

We denote by 5(20 the state space of 2( equipped with 
the w * -topology. Let a t for t E R be a one -parameter 
automorphism group of 91 such that the map t ---7 at(x) 
for x E 9( is continuous in the norm -topology of 9(. A 
state cj> E 5 (W) is said to be a" KMS state" with re­
spect to at for a given inverse temperature (3 = l/kT, 
if it satisfies the KMS boundary condition, i.e., if 

J dtj(t - i(3)cj>(xu t (y)) = J dtj(t)cj>(ut(y)x) 

holds for all x, y E 91 and for any function j with 
Fourier transform in :D. We refer to Ref. 9 and the 
references given there for further information about 
KMS states. Most of our analysis in the next sec­
tions will not use explicitly the analytic properties of 
KMS states, but their algebraic aspects. 

If K B is the set of all KMS states of 2! with respect 
to U t for a given {3, then K B is a compact convex sub­
set of S (91).9 In fact K B can be shown as a simplex as 
follows 2 ,3: 

Let C B be the positive cone associated with K B' i.e., 
C B is the set of all positive linear functionals of I)! 

satisfying KMS boundary condition. More precisely, 
KB = C B n S(W) = C B n H, where H = {cj> E 9{ *; cj>(1) = 
1} is the hyperplane in 9t *, the Banach dual of 9t. 
Hence, we need only to show that C B is a lattice cone. 

For a cj> E C 8' let 1T", be the cyclic representation in­
duced by cj>, and ~ '" the cyclic vector. Then the KMS 
boundary condition can be extended to the weak­
closure 1T ",(9()" of 1T ",(9t), in fact, cj>(x) = wt 0 1T ",(x) for 
x E 17 ",(9t)" satisfies KMS condition with /espect to 
at> the extension of at to 1T </)(9t)", i.e., at is the modular 
automorphism of 1T", (9t)".2 If t/I E C /3 and satisfies the 
KMS condition with respect to at, then t/I(x) = wkl; 0 

. ¢ 
1T",(X) for x E 1T", (9t)", Wlth k E ~'" and k 2" 0, where '3", 
is the center of 1T",(W)" (Ref. 2; Theorem 15.4.) , 

Lett/ll>t/l2 E CB,then!/li = wk t o1T", for k. E (~'" with 
i '" '" ! ,/'" 

k i 2": 0 (i = 1,2). Since 'B", is an Abelian von Neumann 
algebra, its self-adjoint part is a lattice, hence kl 1\ 

k2 = k E 'B", • Let !/I = W kt", 0 1T"" then !/I is the g.l.b. of 

t/li (i = 1,2). Clearly, t/I satisfies KMS condition, 
hence !/I E C /3' It follows that C /3 is a lattice cone 
associated with K/3' 

Consequently, each cj> E K /3 is the barycenter of a 
unique maximal measure 11", from Choquet-Meyer's 
uniqueness theorem. 4,6 Furthermore, it has been 
shown by Emch et ai iO that 11", is the central measure 
of cj> in the sense of Sakai. 11 However, we shall not 
study any measure-theoretical aspect of K.M.S. states 
in the present paper. 

3. FACIAL SIMPLEXES 

Let K be a compact convex subset of the state space 
5(9t), which is endowed with the w*-topology, and E(K) 
the extreme points of K. K is called a jacial simPlex 
of 5(9t) if K is a simplex as well as K is a face of 
S(W). Similarly, a facial simplex K of a compact con­
vex set H of S(9t) is a simplex as well as K is a face 
of H. However, by a facial simplex, without referring 
to any compact convex subset of 5(9{), we shall mean 
a facial simplex of 5(9t). 

In this section we shall show that in many cases a 
facial simplex turns out to be a Bauer simplex. 

For a simplex Kin 5(W), we have the following: 

Proposition 3.1: Each closed face of a simplex K 
is a facial simplex of K. 

Proof: If F is a closed face of K, then F is a com­
pact convex subset of K. Let C land C2 be the cones 
associated with F and K, respectively. Since F is a 
face of K, hence C I is an herediLary subcone of C2 , 

~.e.,for each cj>l E C l , cj>2 E C2 ,and cj>l - cj>2 E C2 
lmply cj>2 E Cl(Ref. 4, p. 82). Furthermore, C2 is a 
lattice cone, hence C 1 is also a lattice cone from Ref. 
6, p. 64: And, F is the base of C 1> therefore F is a sim­
plex. By the given assumption, as F is a face of K, 
thus F is a facial simplex of K. 

An immediate consequence is: 

Corollary 3.1: Each closed face of a facial sim­
plex is a facial simplex. 

Furthermore, from the above proposition and Rogal­
ski's lemma [i.e., each compact convex subset of a 
simplex K is a face of K, if its extreme points belong 
to E(K) (Ref. 12; lemme 28)J, it is easy to show 
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Corollary 3.2: Let F be a compact convex subset 
of a simplex K. If E(F) ~ E(K), then F is a facial sim­
plex of K. 

If F is a facial simplex of a Bauer simplex K, then F 
is also a Bauer simplex. In fact, E(F) ~ E(K), then the 
structure space E(F) is Hausdorff, since E(K) is Haus­
dorff. Thus we have 

Proposition 3.2: Each facial simplex of a Bauer 
simplex is a Bauer simplex. 

If 2£ is Abelian then each facial simplex turns out to 
be a Bauer simplex. More precisely, we have 

Proposition 3.3: If 2£ is a C*-algebra with identity, 
consider the following three conditions: 

(i) 2£ is Abelian; 
(ii) S(20 is a Bauer simplex; 
(iii) Each facial simplex is a Bauer simplex. 

Then, (i) ¢:> (ii) ='> (iii). 

(i) ¢:> (ii) is well known. However, Bauer simplex 
follows also from the factthat S(2£) satisfies St¢rmer' s 
axiom,13 (ii) ='> (iii) see Proposition 3.2. 

(iii) <= (ii) is not true, see Corollary 3.3 below. 

Before going to discuss facial simplexes of a non­
Abelian C*-algebra, we recall an equivalent relation 
for states. Let p, ¢ E S(2!), if 'lTp and 'IT¢ are the cyclic 
representations induced by p and ¢, respectively. p 
and ¢ are called physically equivalent if 1Tp and 1T¢ 

have the same kernels, Le., kern 1T p = kern 1T¢ .14 A 
subset M of S(2£) forms a physically equivalent class 
if all cyclic representations 'IT¢ induced by all ¢ E M 
are physically equivalent. Since Prim (2£) equipped 
with the Jacobson topology is To -space; hence, for 
I E Prim (2£), {I} is not necessary closed. However, 
{I} is closed in the Jacobson topology if and only if I 
is a maximal primitive ideal (Ref. 8; 3. 1. 4). 

Let K be a compact convex subset of S(2£), then E(K) is 
nonempty. If K is a face of S(2£), then E(K) ~ ES(2£). 
Moreover, if E(K) forms a physically equivalent class, 
then all irreduCible representations 1T¢ induced by all 
pure states ¢ from E(K) are corresponding to a pri­
mitive ideal/ 0 from Prim (2£), such that kern 1T¢ = 10 
for all ¢ E E(K). The main property of lois: 

Proposition 3.4: Let K be a closed split face 13 of 
S(2£),E(K) the extreme points in K. If E(K) forms a 
physically equivalent class, then the corresponding 
primitive ideal 10 of 2£ is a maximal primitive ideal. 

Proof: Suppose that there is a primitive ideal I E 

Prim (2£) such that / d. 10 , Let 'IT be the irreducible 
representation of 2£ corresponding to I such that kern 
'IT = I, then kern 'IT d. kern 1T 0' where 7T 0 is the irredu­
cible representation induced by each ¢ E E(K) such 
that kern 1To = 10 as described above. We note that 
kern 'ITo = n¢ kern 1T¢ for all ¢ E E(K), hence 

kern 1T 2. n kern 1T¢ 
¢ 

for all cP E E(K). Thus, 7T is weakly contained in the 
set of 'IT", for all ¢ E E(K) (Ref. 8; 3.4.5). 

Let p be a pure state associated with 7T, then p is a 
W * -limit point of states associated with 1T¢ for ¢ E 

E(K) (Ref. 8, Theorem 3.4.10). Hence, p is a w *-
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limit point of states ¢ of the form x --7 ¢ (.) = 
( * x x ¢ X • x) for x E 2£. (Ref. 8, 2. 4. 8). However, K is an 

invariant face of S(2£) (Ref. 13, Proposition 7.1); thus 
¢x E K, and therefore p E K. Then, p E E(K); other­
wise p is not in E S(2£). And, by the assumption, kern 
1Tp = kern 1TO' but 1Tp and 1T are (unitarily) equivalent; 
therefore, kern 1T = kern 1Tp = kern 'ITo, and I = 10 , 

We are able to prove our main result in this section. 

Theorem 3. 1: Let 2( be a C * -algebra with identity 
and K facial simplex on S(2£). Suppose K is split (in 
the sense of Ref. 13). If E(K) forms a physically equi­
valent class, then K is a Bauer simplex. 

Proof: If K is a singleton, this theorem is trivial, 
therefore we assume that K is not a singleton. Let 
E S(2£) and Prim (2£) be e.quipped with w *-topology and 
Jacobson topology, respectively. We define a map e 
from ES(2£) into Prim (2r) by e(p) = kern 'lTp = Ip for 
p E ES(2£), Ip E Prim (2£), then e is continuous (Ref. 
13, p. 439). (Ii1 fact e is also open and onto; however, 
we do not need these properties here.) 

By assumptions,E(K) ~ ES(2£) and E(K) forms a 
physically equivalent class; hence 

e : E (K) --7 {/o}, 

where 10 = kern 'IT ¢' and 1T¢ is irreducible representa­
tion induced by each ¢ E E(K). 

We claim that e- 1({/o}) = E(K). Suppose that e- 1({/o}) 
x\E(K) * (I), ret pEe -1({/o})\E(K) and e(p) = 10, then 
kern 1Tp = kern 1T,,) 1Tp can be considered as weakly 
contained in 1T ¢' then by a similar argument given in 
the proof of Proposition 3.4, P E K and hence p E 
E(K). 

Since K is not a Singleton, 10 is a maximal primitive 
ideal from Proposition 3.4, hence {/o} is closed in 
the Jacobson topology. Therefore, due to the continu­
ity of e,E(K 13 ) = e- 1({//l}) is closed in the w *-topo­
logy, which completes the proof of theorem. 

An immediate consequence is the following. 

Corollary 3.3: For a simple C * -algebra 2£, every 
facial simplex is a Bauer simplex. 

A remark is given here as another consequence of 
Theorem 3.1: If 2£ is separable and K is a facial sim­
plex, then the structure space E(K) is a complete 
metric space, whenever E(K) forms a physically equi­
valent class. In fact, the structure topology and the 
w * -topology are coincided, since E (K) is w * -closed; 
and the w * -topology is metrizable for a separable C *­
algebra. 

We note that the Choquet simplex KB of KMS states 
defined in Sec. 2 is not a facial simplex of S(9I); but 
K B is a facial simplex of some compact convex sub­
set of S(2£). This can be seen as follows: Let 2£ be a 
C*-algebra equipped with a one-parameter automor­
phism group (J t with suitable continuity, for t E R, and 
1(2£) denote the compact convex subset of S(90 such 
that ¢ E 1(2£) iff ¢ = ¢ 0 (Jt for all t E R. If 2£ is asym­
ptotically Abelian with respect to the additive group 
R (e.g. time translation),thenK/l is a subset of /(2£).9 
Let ¢ E E(K

13
), then 1T¢ is a factor representation on 

JC ¢' 15 and the center of 7T¢ (2£)", ~~ = {AI}. Let 
(~'" n 'U(¢)' = {AI}, where 'U(¢) is the group of the 
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unitary operators U¢(t), such that t ~ U¢(t) for t E R 
is a unitary representation of R on Je ¢. Thus, it fol­
lows from Ref. 5, Corollary 5.5 that cP E E(I(W» for 
any cP E E(Ka). As Ka is a compact convex subset of 
I(W), which is known as a simplex, (see, e.g., Refs. 1 
and 5), then from Corollary 3.2 it follows that K{3 is a 
facial simplex of I(W). 

4. SIMPLEXES OF KMS STATES 

As we have noted in Sec. 2 that the set of KMS states 
K {3 with respect to a fixed one-parameter automor­
phism at of W for a given inverse temperature {3 is a 
simplex. Hence, the question of the structure of K {3 

arises: Is K (3 also a Bauer simplex, or does K 6 have 
similar structure like facial simplexes? We study 
this problem in this section. 

We assume hereafter that ~ is separable. From Ref. 
15, cP E E(K{3) if and only if cP is primary, thus the 
kernel of Trcp, the cyclic representation induced by cP E 

E(Ka), is a primitive ideal of ~ (Ref. 16, Corollaire 3). 
We may define a map y: E(K6 ) ~ Prim (~) by 

y( cp) = kern Tr¢, 

where E(Ka) and Prim (W) are endowed with the struc­
ture topology and the Jacobson topology, respectively. 

Firstly, we want to show the continuity of y by apply­
ing a method given by Effro and Hahn. 1 7 

Let F be a closed subset of Prim (~), then F = h(J), 
where J is a subset of ~ such that J = k(F). Define a 
subset MF of K 6 by 

MF = {cp E K{3; kern Tr¢ ;2 J}, 

then y-l(F) = E(K{3) n MF• 

For cP E K a' Irp = {x E ~; cp(x*x) = O}, the left kernel 
of cp, is a two-slde ideal of ~ and I", = kern Tr¢.2 Take 
the quotient space ~ /Irp with a scalar product (x¢' Y¢) 
= cp(y*x), where x¢ and y¢ are equivalent class con­
taining x and y, respectively. Thus, the completion of 
~/ I¢ is the representation space Je¢ of the cyclic re­
presentation Tr¢ with the cyclic vector ~¢ = 1 ¢' here 1 
is the identity of W : And, for a E ~, Tr¢ (a) is a boun­
ded linear operator on Je¢ such that Tr¢(a)x¢ = (ax)¢. 
This is the usual GNS construction of Tr¢. Moreover, 
since I¢ is a two-sided ideal of ~ , we may also define 
a bounded linear operator ¢ Tr(a) (for a E ~ ) on Je¢ 

such that ¢ Tr(a)x¢ = (xa)¢. 

For x E W , then x Ekern Trcp if and only if x E I¢, and 
cp(x*x) = IITr¢(x)~¢ 112 = 0 implies that 

Tr¢(x)ycp = (xy)¢ = ¢Tr(Y)x¢ = ¢Tr(y)(x1)¢ 

= ¢Tr(Y)Tr¢(x)~cp = 0 

for all y E ~. Hence, for any 1/1 associated with Tr¢, if 
x E J then 1/1 (x *x) = 0, and I", "2 J. And, furthermore, 
if 1/1 E K B, then kern Trl/! ;2 J, so that 1/1 EMF' There­
fore 

MF = n {cp E K 6 ; cp(x*x) = O}, 
xEJ 

which is w * -closed in K 6' Moreover, if p ~ C1 cp for 
p E K 6 , and cp EMF with C1 > 0, then P EMF' Thus, 
MF is a face of K B' so that E(MF) <;;;. E(K 6)' hence, 

which is closed in the structure topology on E(K6). 
Therefore, y is continuous in the structure topology. 
And we have proved the following: 

Lemma 4.1: Let ~ be a separable C*-algebra with 
identity. If y is a map from E(KB) into Prim (~) de­
fined by y( cp) = kern Tr¢ as described above, then y is 
structurally continuous. 

Furthermore, we say that E(Ka) is decomposable in 
the sense of ensembles, or briefly decomposable,as 
follows (cf. Ref. 18): kern Trcp = kern Tr¢ implies that 

1 2 
Tr¢ and Tr¢ are quasi -equivalent for any cp 11 CP2 E 

1 2 

E(Ka)· 

For different temperature of KMS states, the above 
condition is not true. 2 However, it holds for a GCR 
C*-algebra ~ as follows: 

Let cp; E E(Ka) (i = 1,2), and kern Tr¢ = kern Tr¢ • 
.12 

Since ~ is GCR and Tr¢. (i = 1,2) are factor represen-
t 

tations, thus Trcp.(i = 1,2) are quasi-equivalent to irre-, 
ducible representations Tr; (i = 1,2) (Ref. 8; 5. 5.3). It 
follows that kern Tr 1 =;: kern Tr2 , which implies that Tr 1 

and Tr2 are equivalent (Ref. 8; 4.3.7). Consequently, 
Tr¢1 and Tr¢2 are quasi -equivalent. 

Lemma 4.2: In addition to the assumption of 
Lemma 4.1, if E(K6 ) is decomposable, then y is injec­
tive, up to the equivalence. 

Proof: Let CPl' CP2 E E(K{3) with CPl * CP2' Suppose 
that kern Tr¢ = kern Tr", ,then, by the hypothesis, Tr", 

1 "'2 "'1 
and Tr¢2 are quasi-equivalent. Moreover, CPl and CP2 
are separating9 ; hence TrCPl(~)1I and Tr~ (~)" have sepa­
rating and cyclic vector ~¢1 and ~¢2' respectively. As 
Tr¢l and Tr¢2 are quasi-equivalent, they are also (unit­
arily) equivalent (Ref. 19, Theorem 3, p. 233). There­
fore CPl = CP2, up to the equivalence, which completes 
the proof of Lemma 4. 2 

Let B be the range of y, i.e., 

y(E(K a» = B, 

then B is a subset of Prim (~r). And, y is a surjective 
mapping from the structure space E(Ka) onto B. 

Lemma 4.3: As the assumption given in Lemma 
4.1, if y is surjective mapping from E(Ka) onto B, 
then y is a (structurally) closed mapping. 

Proof: Let F be a closed subset of E(K a)' then F = 
E(Ka) n T, where T is a w*-closed face of Ka' It is 
easy to see that y(F) ~ h(J) for some J ~ ~. In fact, 
we have h(J) = {kern Trcp E B; kern 'IT¢ :2 J} with J = 
n¢EF kern Trcp. 

Conversely, we have to show: y(F);:? h(J). Let Ip = 
kern Trp E h(J), then there is a state P E E(K6 ) such 
that y (p) = Ip ' since y(E(K 6» = B. Hence we need 
only to show that pET. 

Since Ip = kern Trp ;2 ncp;EF kern Tr¢;, thus p is a w*­
limit of finite linear combinations of states associated 
with Tr¢; for all cP; E F (Ref. 8, Theoreme 3.4.4), i.e., 

n 

p = w* -lim L; ><;wt . 0 Trp. 
n i z, 
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with L; in >t i = 1 and ~i E X¢., which is the representa-
tion space of 1T¢i • ' 

Furthermore, since cJ> E F is a KMS state, cp is 
separating. 9 Hence X¢ = [1T¢(90~¢] = [1T¢(~n</>].20 
Let 1/ = x'~", for x' E 1T¢(~)', then WTjo1T</> = w",~¢ ° 
1T¢:S Ilx'112cp. For ~ E X¢, W~o1T", is a norm limit of 
states w Tj o 1T""thUS W~01T", :sacpwith a= Ilx'112. Con-
sequently, L;t >ti wt 01T",. :s a ~in >ti cp i with a = max , 
{a i ; i = 1,2, ... , n}, and also its w *-limit p, viz. p :s 

aL; in >t i cp i' However, T is a COnvex subset of K 13 , 

hence ~;" >ti cJ> i E T. Therefore, as T is a face of K B' 

pET, the proof of Lemma 4.3 is complete. 

Let E(Ka) be endowed with the relative topology which 
is induced by the w* -topology of K 8 and the map from 
E(K8 ) into Prim (~) be denoted by o. In fact 0 and y 
are the same map having a domain with different 
topologies. Since the relative topology is stronger 
than the structure topology,7 thus 0 is also continuous 
from Lemma 4. 1. We denote by B the range of li 
again, then we are able to give a characterization for 
the structure of K 8 as follows: 

Theorem 4. 1: Let ~ be a separable C * -algebra 
with identity and 0 the map from E(K 8) onto B; here 
E(K 8) is endowed with the relative topology and B ~ 
Prim (90. If E(KB) is decomposable, then K8 is a 
Bauer simplex if and only if 0 is a closed mapping. 

Proof: Consider the following commutative dia· 
gram 

(structure topology) (relative topology) 

~Io 
B 

where L is the identity map. Then, we have 

L = 0-101" 

By the given hypothesis, 0 is closed and also contin­
uous from the previous argument. Hence 0 is a 
homeomorphism, and 0 -1 is continuous. Furthermore, 
the continuity of I' follows from Lemma 4.1, there­
fore L is a continuous identity map, which implies that 
the structure topology is stronger than the relative 
topology. It follows that two topologies on E(K 8) coin­
cide. Hence E(K 8) is compact in the relative topology, 
and so E(K8) is w*-compact. Therefore K8 is a aauer , 
simplex. 

Conversely, if K8 is a Bauer simplex, then the struc­
ture topology and the weak topology are coincided. 4 

And, from Lemma 4.3, I' is structurally closed; there­
fore 0 is also closed. 

As we have noted that E(K 8) is decomposable for a 
GCR C*-algebra, therefore we may apply the above 
theorem to show the nonexistence of Bauer simplex in 
a GCR algebra. 

Theorem 4.2: Let 9{ be a separable, GCR C*­
algebra with identity. If K 8 is not a singleton, then K 8 
is not a Bauer simplex. 
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Proof: We need only to show a counter example 
that 0 given in Theorem 4.1 is not closed. 

Let 9! be a separable, GCR C*-algebra with identity, 
equipped with a one-parameter automorphism ° t • 
Suppose ~ has afailhful primary KMS state with 
respect to 0 t. Since 0 is closed in the w* -topology 
(which coincides with the relative topology now), hence 
0(E(K8» = B is closed in Prim (91), so that B = h(J) = 
{I E Prim (~); I 2. J} for some subset J of 9!. If 
E(K 8) has a faithful primary KMS state, then B = 
Prim (~); consequently, every primitive ideal of 9{ is 
the kernel of the cyclic representation induced by a 
K.M.S. state. We construct a counter example sug­
gested by Takesaki21 as follows: 

Let X be a se:parable Hilbert space with an ortho­
normal basis Hn; n = 1,2,"'}' and u be a isometric 
map of X defined by 

n = 1,2,···. 

If en is the projection of X onto C ~ .. , n = 1,2, .... 
For a sequence {>t n} E II with >tn > 0, put 

h = ~:=1 >tnen • 

Then h is a modular operator On X. If ~~1 >tn = 1, 
h induces a faithful normal state of CB(X), the algebra 
of all bounded operators on X: And, the modular auto­
morphism group of the state is induced by the one­
parameter unitary group 

00 

h it =" >tite L..J n n-
n=l 

Let 9{ be the C * -algebra generated by u and u * de­
fined above. Then it is known that 9! contains the C *­
algebra e(X) of all compact operators on X, and 9! / 
e(X) is isomorphic to the algebra C(r) of all contin­
uous functions of the unit circle r = {>t E C; l>t I = 1}. 
For a suitable choice of {>t n } , we want to show that 

In fact, for u E 9! , 
00 00 

hituh-it=hitu ~ >t;.ite n =hit ~ >t;.ituen 
n=l n=l 

00 00 

- hit "~-ite u - " 'it '-He u - L..J I1. n n+l - L..J I1. n+ll1.n n+l 
n=1 n=1 

[ 
00 (>t ) it J = n~l ;~1 e n+1 u. 

Let >tn = 1/2n, then ~;:'=1 >tn = 1 and >tn+tI>tn = i; 
hence 

(l)it ( 00 ) (l)it = 2 nL;1 en+1 u = 2 U E ~. 

Therefore, h ituh - it E 9!, and the one-parameter auto­
morphism group 0t(x) = hitxh- it of CB(X) is also a 
one-parameter automorphism group of 9(. However, 
u - 0t(u) = [1 - (-~)it]u is not a compact operator on 
X. Consider a state cp defined by 

cp(x) = Tr(xh), 



                                                                                                                                    

S T R U C T U REO F S IMP LEX E S 0 F E QUI LIB R I U M S TAT E S 1135 

then cp is a faithful KMS state of 9! with respect to 
at. Since 9! is a-weakly dense in CB( JC), we know that 
71"",(91)" is isomorphic to CB(JC). Hence cp is primary, 
i.e., cp EO: E(K B) for f3 = 1. Obviously, kern 7I"¢ = {O}. 
Therefore,91 has a faithful primary KMS state cp 
with respect to at> and 6(E(KB» = Prim (91). On the 
other hand, the automorphism at of W induces natur­
ally a one-parameter automorphism group ~ of 9! / 
e(JC). Since at (u) - u Ef: e(JC), hence at is not a trivial 
automorphism on the Abelian C*-algebra w/e(JC). How­
ever, any nontrivial one-parameter automorphism 
group of an Abelian C*-algebra cannot induce a 
KMS state at all. Therefore, every primitive ideal 
of 91, which contains e(JC), is not the left kernel of any 
KMS state with respect to at. 

In quantum statistical mechanics, the C*-algebra of 
quantum lattice system and the C*-algebra associated 
with the canonical antic om mutation relations are 
separable and simple. Hence we are interested in the 
structure of KB in these cases. As 9( is simple, Prim 
(91) = {O}, hence the method given in the proof of 
Theorem 4.1 does not work for this case, since y-1 
and 6 -1 cannot exist. However we give another char­
acterization of the structure of K B for this case. 

Let X, Y be topological spaces and y a mapping of X 
into Y. y is said to be proper if y is continuous and 
the mapping y x Lz :X x Z ~ Y x Z is closed for 
every topological space Z, where L z is the identity 
mapping of Z onto itself (Ref. 22, p. 97). 

We return to mapping 6: E(KB) ~ Prim (91) = {O}, here 
E(K B) is endowed with the relative topology induced 
by the w*-topology of K B• 

Then 6 is proper if and only if E(KB) is a compact 
space (Ref. 22, p.l03). Hence E(K B) is w *-compact, 
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Verlag, New York, 1970). 
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5 R. St~rmer, Commun. Math. Phys. 5, 1 (1967). 
6 R. R. Phelps, Leclllres in Choquel's Them'em. Van Nostrand 
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and E(KB) is w*-closed in KB , i.e.,KB is a Bauer sim­
plex. We have therefore the following characteriza­
tion: 

Theorem 4.3: Let W be a separable, simple C*­
algebra with a one -parameter automorphism group 
at. Then, K 8 is a Bauer simplex if and only if the 
mapping 6: E (K B) ~ Prim (91) is proper, where E(K B) 
is equipped with the relative topology. 

We note from the previous arguments that this char­
acterization holds not only for a Simple C*-algebra, 
but also for a separable C*-algebra 91 such that Prim 
(91) is a singleton. An immediate example: 9! has only 
one irreducible representation, then it turns out 9! = 
e(JC), the C*-algebra of all compact operators on a 
Hilbert space JC (see e.g. Ref. 11, p. 236). This is a 
special case of a separable, simple, GCR C*-algebra. 
However, for any separable, simple, GCR C*-algebra 
9!, it is easy to verify, from the proof of Lemma 4.2, 
tha t E (K B) is a singleton, hence the mapping 6 : E (K B) 
~ Prim (9t) in the Theorem 4.3 is proper. There­
fore, we have an immediate 

Corollary 4. Z: If W is a separable, simple, GCR 
C*-algebra with a one-parameter automorphism 
group at, then K B is a Bauer simplex. 

Actually, by Krein - Milman theorem, K B is a singleton 
in this case. 
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A multiple integral representation for a function of n(n - 1)/2 variables, which reduces to the (n + 3)-point 
generalized Veneziano amplitude for unit values of the variables, is integrated out once to obtain a recurrence 
formula for the amplitude. The result of complete integration obtained through repeated use of the recurrence 
formula is shown to belong to a class of generalized hypergeometric functions of many variables which are 
similar to but are more complex than the Lauricella functions. It is shown also that the (n + 3)-point ampli­
tude for n '" 3 can be represented as a linear combination of an infinite number of n +1 Fn [11 series with varying 
parameters. 

1. INTRODUCTION 

It is well known that the four- and five-point ampli­
tudes are representable as the values for x = 1 of 
the hypergeometric functions 2F l[X] and 3F 2[x ], re­
spectively. However, one will easily be convinced 
that this simple property of representing the n-point 
function in terms of a suitable pFq[l] does not extend 
beyond n = 5. On the other hand, it was pointed out 
recently that the n-point functions may be regarded 
as the boundary values of a class of generalized 
hypergeometric functions that are Radon transforms 
of products of linear forms.1 While it is undoubtedly 
an elegant way of describing the structure of these 
functions, it would still be desirable to bring out ex-

By regarding a ij to be functions of n + 3 external par­
ticle momenta PVP2' ... ,Pn+3' v.. may be looked upon 
as depending parametrically on these momenta, in ad­
dition to its being a function of the variables wij" 

Notice then that v.. can readily be made to correspond 
to the known representation for the (n + 3)-point func­
tion, for example, Bn+1 (Po,P 1, ••• ,Pn+2) given by 
Bardakci and Ruegg.3 Moreover, for wOi = 1, i = 1, 
2, ... , n, v.. will be seen to be easily' identifiable, 
through a change of variables Xi = D~=l Uk' for i = I, 
2, ... , n, with the function FCn>(ai , bi , Gij ;wij ) defined in 
Ref. 1. 

With evaluation of Eq. (1) in mind consider the follow­
ing relation 4 : 

J1 d "'Oi- 1(1 _ )"'li-1 
o uiUi u i 

i 
x o (l-u.x. )"'k,i-k+1 =B(aO;,a

li
) 

k=2 I "k-1 • 

x~ (aOi ,t3;,;-l)(- a 2,i-1,r2,i-1)" .(- ail,ril ) 

(aOi + ali ,t3i.i-1)(I,r2,i-1)··· (l,rn ) 

x (xilf 2 ,i-l ••• (Xi,i-1fil • (2) 

In Eq. (2) B stands for the beta function, the notation 
(a, r) under the summation symbol stands for the 
Pochhammer symbol (a)1' = r (a + r)/ r (a) for ease 
of printing, and we set 

p 

f3pq = l:) rk,p-k+l' P = 2,3, ... , n, 
k=p-g+l 

g= 1,2, ... ,p- 1. 

Further, the sum in Eq. (2) equals FD(aOi ;- a 2,i-1' 
- a 3,i-2""'- an;ll'Oi + ll'li;xil "" ,xi,i-l)' where 

(3) 

plicitly the hypergeometric nature of the functions 
on a more concrete and familiar bases. 

In this paper it will be shown that the generalized 
Veneziano amplitudes can be represented as the 
boundary values of generalized hypergeometric func­
tions of many variables of Lauricella type.2 In addi­
tion, it will be shown that the (n + 3)-point functions 
for n 2: 3 can also be represented as a linear com­
bination of n+ 1 F n[1] series with varying parameters. 

2. SOLUTIONS 

Let us first define a function V of variables w .. given 
as below: n 'J 

(1) 

FD denotes one of the Lauricella functions which are 
a generalization to many variables of Appell's double 
series Fi , i = 1,2,3,and 4,for two variables,2 which 
in turn represent a generalization of Gauss' hyper­
geometric function of a single variable. 

If we assume from now on that wi-l,i = 1, for i = 1, 
2, ... , n, we observe that we can carry out the integra­
tion in Eq. (1) in a successive manner by the use of 
Eq. (2) with Xi,k-l = Wi-k,iD!=-3Ui-j-1 for i = 2,3, ... ,n 
and k = 2, 3, ... , i. Thus, the first integration over 
un gives rise to 

v..(aOI '··· ,aOn ;al l"" ,a1n ;··· ;an1 Il,w02"'" 

wOn ;···;l,wn-2,n;l) =B(aOn,a1n ) 

xl:) (aOn,f3n,n-l)(-a2,n-l'r2,n-l)'" (-an1,rn1 ) 

(aOn + a 1n ,f3n,n-l)(l,r2,n-l)" '(l,rnl) 

x (wn_2,n)1'2,n-l (wn_3,n)1'3,n-2 ••. (wOn )1'n1 

x v..-l (aOl + f3 n1 , ••• , aO,n-l + (3n,n-1; 

all;'" ;al,n-I;'" ;an- I ,111,w02"'" 

wO,n-I;"'; 1,wn-3,n-l; 1). (4) 

It is to be realized that Eq. (4) represents a recur­
rence formula for Vn • 

A repeated use for m times of the recurrence for­
mula leads t0 5 
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X 1,w02"",wO.n-m; ••• ;1,wn-m-2.n-m;1), (5) 

where we set 
n 

~ (3pq 
p=n-k+l 

(6) 

and 

0.&') = \ 0, for n = j = 1, 
J ··j{3"_l+yn.n- j , forn=2,3,"'andj=1, 

J.J J 2 1 . h 0 , ... ,n- WIt (3l0=y~' 
= O. (7) 

Note that a use has been made of the relation 

. (aOj +yrn- j ,{3jj-l) 
B(ao+y'!·n-J,al.) .' 

J J J (aOj + a lj + y'j'n-J,{3j.j_l) 

Vn = B(aOn ' aln)B(ao.n-l' a l .n- l )· .. B(aOl ' all) 

= B(aOj + or), a lj) 

('" 1'. (n» 
\UOj , Vj 

=B(aOj,alj ) ( (n»' (8) 
aOj + ali' OJ 

which follows from the identity (a,n + k) = (a + k,n) 
(a, k), in obtaining Eq. (5). 

When m = n - 1, we are left with VI which can be eval­
uated as 

Vl(aOl + y1·n- la11 I 1) = B(aOl + o)n),all ) 

= B(aOl,a11)(aOl' ofn»/(aOl + a11 ,oi
n
», (9) 

where we noted yq.n-l = oin) from Eq. (7). Upon sub­
stitution of Eq. (9) into Eq. (5) it is seen that the re­
sult of complete integration for v;. is given by Eq. (5) 
with replacements m ~ n, Vo ~ 1, and IT?:rl[ ... j ~ 
(aOl ' o\,,»/(aOl + a11 , o<r» for s = n. 

If the result thus obtained is written out in the expand­
ed form, namely, 

x 6 6 6 (aOn,o~»)(ao.n-l'O~'!\)" '(aOl ' oy.» 

1'n1 1'n-l.l.1'n-l.2 1'21' 1'22···· 1'2 •n-1 (aOn + a ln , o~n»)(a O.n- 1 + a1.n-l' O~>:>l)' .. (aO 1 + all' o~») 

x (- anl,rnl )· (- Cl'n-1.l,rn-l .l )(- Cl'n-l.2,rn-I •2)··· (- Cl'2l,r2l)(- °22,r22)" .(- Cl'2.n-l,r2.n-l ) 

(1,rnl)·(1,rn_l.l)(1,rn_1.2)···(1,r2l)(1,r22)··· (1,r 2•n-l ) 

Vn is readily recognized to correspond to a generaliza­
tion of the Gauss' hypergeometric function to a func-
tionofvariables w02,'" ,WOn;W13"" ,WIn;'" ;wn-2.n 
whose number totals n(n - 1)/2. We observe that the 
above result for v;. which is renamed here as 

Gn(O'Ol"'" Cl'On I Cl'2l"'" Cl'2.n-l; 0'31"'" 0'3.n-2;···; 

O'nllCl'Ol + Gll, .. ·,GOn + 0'1nllw02'''''WOn; 

W13 '···' WIn;'" ;wn-2.n), 

possesses a structure whose expansion coefficients 
are similar to but are more complex than those of 
Lauricella functions FA' FB , Fe and FD• That is, the co­
efficients are of type which is closer to 

(G,m + n + p)({3,m + n)({3',p) 

x [(y, m )(y', n)(y" ,P)(1, nt)(1, n)(1,p)j-l 

mentioned on p. 115 of Ref. 2 than those for Lauricella 
functions. One could possibly regard q. as a generali-
zation of FD(Cl'; {31> ••• , (3n; y; xl' ... , Xn) to a function 
with n of a's (Le., a Oi' i = 1,2, ... n), n(n - 1)/2 of 
f3 's (i.e., Ct:! l' ... , a 2n-l; a 31' .•• , a 3.n -2; ... ; (} n 1)' n 
of y'S (Le.,a oi + ali,i = 1,2, .. . ,n) and n(n- 1)/2 
of variables (Le.,w02 ,'" ,WOn ;W13 , ••• ,WIn;"'; 
wn - 2•n )· 

It is of some interest to note that v,. can also be re­
presented as a linear combination of n + 1 F,.[w On] with 
varying parameters. To see this, let us use the rela­
tion expressed by the latter half of Eq. (8) to rewrite 

(10) 

the final expression for V" which is obtainable from 
Eq. (5) in the manner prescribed earlier. 

By so dOing, we have 

n ~ n-S-l[ " V=IT IT LJ n 8=1 _ 
t- 0 1't+2.n-s-t 

(-Ot+2.n -s-t, r t+2,n -s- t) 

(1, rt+2.n-s-t) 

x (w ) 1't+2,n-s-tl n-s-t,n-s+l 

X B(O'O.n-s+l + O~~)s+l> Cl'1.n-s+l); , (11) 

where we take IT?:o-l[ ... j = 1 for s = n. If we single 
out Yn , and write 

o(n) = r + E.(n) (12) 
J n' }' 

we obtain 

B(aOj + ojn),alj ) = {(a Oj + Ejn),rnl ) 

X [(aOj + a lj + E)n),rnl)]-I}B(aOj+E}n),alj)' (13) 

Then the sum of all terms that contain r n' , namely, 
the product for j = 1,2, ... , n of the first factor on 
the right-hand side of Eq. (13) and the factor (- an' , 
rn,)(wol)1'nI/(1,rnJ that represents the t = n- 2 con­
tribution of the s = 1 part of Eq. (11),add up to form 
an n+ IF n[wOn ]' Thus we obtain 

V = Ii 1n-rl-; l[ ~ (- at+2,n-s-t,1f+2,n-s-t) 
n s· 1 k-O (1) - - 1't+2.n-s-t , rt+2.n-s-t 

x (w )1't+2 ,n-s-t n-s-t-l.n-s+l 
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XB( +f!-n) a ) aO,n-s+l n-s+l' l,n-s+l 

where it is understood that the beta function alone 
be retained for n = 1 and the prime on the product 
symbol for t indicates that the contribution from 
t = n- s - 1 for s == 1 (Le., t = n - 2) is to be delet­
ed. 

Returning to the determination of E}n) for n = 2,3, ... 
[the case of n = 1 is of no interest since we have 
B~n) = 0 for n = j = 1 from Eq. (7)], we find from Eq. 
J 

(7) that 

E~n) = 
J 

1{3 + n-l,n-l-j + 
~ j,j-l Yj 

'~n -1 

6 r k n-k+1 k=2 ' , 

n-l 

6 r k n-k+l, 
k =n-j+1 ' 
for j = 1,2, .•• ,n - 1 

for j = n. 
(15) 

We may point out that the result for Vn given by Eq. 
(14) can also be obtained directly through stepwise 
integration in the direction opposite to that we adopt­
ed, that is, by using the result for Vn in evaluating 
v,,+l for n = 2,3,4, .. '. Thus, in evaluating V2 we may 
first obtain B(a 02 ,a12) 2F l[a 02 ' - a 21 ;a02 + a 12 ; 
w02ul] by integrating it over u 2 and then B(a02 ,a12) 
B(aOl'all)3F2[aOl,a02,-1l21;aOl + a 1V a 02 + a 12 ; 
w02 ] by integrating over u 1 with the help of the well­
known formula on the integration of pFq .6 Proceeding 
to V3 we may integrate first over u 2 and u 3 by ex­
panding the factors (1-w02u1U2)":n and (1-
w13u 2u 3)"22. That part of the integration becomes a 
superposition of integrals which are of the same form 
as for V2 ,Le., 3F2[w03U1], The remaining integration 
over u 1 gives rise to a 4F 3[w03 ] again by the formula 
mentioned above. In this manner it is clear that an 
expression for v,. as given by Eq. (14) can be found by 
this procedure. 

3. REMARKS 

In what follows we will give some remarks that have 
to do with the generalized Veneziano amplitudes of 
various orders. 

(1) As was mentioned in the beginning the (n + 3)­
point function is given as the value for Wjj = 1 of the 
hypergeometric expressions for v,., namely, Eq. (10) 
or Eq. (14), 

(2) The function F (n)(a i' b i' c. ij ; W ij) which derives from 
Eq. (1) by taking wOi = 1 for l = 1,2, ... , n does not 
directly lend itself to the method of integration used 
in the above. This is because the method presupposes 
integrals of the type that appears in Eq. (2) which 
corresponds to taking Wi-I,; = 1, rather than wOi = 1, 
in Eq. (1). Nonetheless, we can indirectly apply the 
method to F(n) by expandi~ (1 - Wi-I,; Ui)"li -1 and 
considering,withwoi = 1,2.;[(- ali + 1,r li )(wi -l,i)YIi/ 
(1,r1 · )]uf'oi+ Yli- 1(1- Ui )l-l in place of U~Oi-l(l-

!..1 .' (2) UiPli III Eq. . 

1 A.C.T.Wu,J.Math.Phys.12,2035 (1971). For earlier works see 
the references contained therein. 

2 P. Appell and J. Kampe de Feriet, Fonctions /zypergeometriques 
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(3) In spite of the fact that the four- and five-point 
functions are representable as a single term 2F l[ 1] 
and 3F2[1] series, respectively, it is clear from Eq. 
(14) that such a property is no longer available for 
(n + 3)-point functions with n ~ 3. That iS,except for 
n = 1 and 2 for which B}n) = 0 and tin) = 0, respective­
ly, hold, an (n + 3)-point function is represented 
generally by a linear combination of an infinite num­
ber of n+lFn[1] series with varying parameters. 

(4) Here we point out the relationship that exists 
between the Appell's or Lauricella's functions and 
the F(n> function of Ref. 1 [and hence the (n + 3)-point 
function when Uij = 1]. 

First, we note that there exists an integral represent­
ation for the Appell's F3 (a, a'; {3, (3'; y;X ,y) function. 
given in terms of a 2F1 function. 7 With the choice of 
x = 1 and y = W 12 the F 3 becomes expressible in 
terms of a 3F 2[W12 ] [or an F (2)(W1 2) ], which implies 
that the five -point function may be given as an appropri­
ateF3('·;··;··;1,1). 

Next, if we take x = - 1 and y = w12 in the double in­
tegral representation for s F 2(a;{3,{3'jy,y'jX,y) and 
expand the factor (1 + O-a in the integrand by writ­
ing ~ = U - w12v, we obtain an expression that gives 
the F2( • • ; •• ; •• ;- 1,w12 ) as a linear combination of 
F(2)( •• jW12). It follows from this that F 2( •• ; •. ; .. ; 
- 1,1) is expressible as a superposition of five-
point functions. Conversely, if we expand the factor 
~C12 = [1- (1- ~)l'1.2 that appears in the integral re­
presentation for Fi2)(a i ,bp C12 ;w12 ) (for integration 
variables U and v) in powers of 1 - ~ = 1 - (u - w12v) 
and further choose w12 = 1, we see that a five-point 
function can be given as a superposition of F 2(' . ; •• ; 
.. ;1,-1). 

Finally, in the n-fold integral representation for the 
Lauricella function 9 FA (aj{31' ••• ,(3n: Y1' ••• , Y n jX l' 
••• ,Xn) we may write the expreSSion 1 - ~Uh as 

n m 

1-6 UjX; = l-~(ui-WijUj) == 1-6y;. 
t=1 '''1 i=l 

Here we set 
i-1 

xj=(n-i)-6wkj fori=1,2, ..• ,n 
k=l 

(with 6£~1 wkj = 0 for i = 1) and labeled Yi such that 

Y1 = u 1 - w 12u 2"'" Yn-l = u 1 - W1n un' 

Yn = U2 - W23U3' ..• , Ym = Un- 1 - Wn- 1,n Un' 

where m = n( n - 1) / 2. If we recall the multinomial 
expansion 

( 
m )-a (a,r 1 +r2 +"'+rm ) 

1-6Yi =6 Y{1'''YmYm 
i=l (1,r 1)" '(l,rm ) 

[which may also be written as .FA (a; K 1 , K2 , •• , Km; 

KV K 2 , •• , Km; Y1, Y2, •. , , Ym )], the .FA under consider­
ation is expressed as a linear combination of F (n) ( •• , 

.. , r l' .. , r m;wij ), By taking wij = 1 it follows that 
FA ( •• j .. j,.;n-1,n- 3, ... ,- (n- 3),- (n-1)) 
can be given as a superposition of F(n) (. • , •• , r l' .. , 
r m;Wij = 1) or (n + 3)-point functions. 

et hyperspheriques-polynomes d'Hermile (Gauthier-Villars, 
Paris, 1926). 

3 K. Bardakci and H.Ruegg, Phys. Rev.IS1, 1884 (1969). 
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4 In Eq. (2) and similar expressions that follow the summation in­
dexes r 51 and their limits 0 and <Xl are often left out. The validity 
of Eq. (2 may be seen by applying the binomial theorem to the 
terms with k = 2,3, ... , i on the left-hand side. See also Eq. (4), 
p. 114, and Eq. (8), p. ll~f Ref. 2. 

5 The product notation n lLJ ... J for the summation symbol is used 

for the sole benefit of the operational convenience. 
6 See,for example,Y. L. Luke, The Special Functions and Their 

Approximations (Academic, New York, 1969), Vol. 1, Eq. (10),p. 58. 
7 Equation (11), p. 35, Ref. 2. 
8 Equation (2),p. 28, Ref. 2. 
9 Equation (5),p.llS,Ref. 2. 

Is the Maxwell Field Local?* 
Y.Avishai, H.Ekstein, and J.E.Moyal 

Argonne National Laboratory, Argonne, Illinois 60439 
(Received 8 November 1971; Revised Manuscript Received 30 March 1972) 

Is the classical Maxwell field truly local? This question is raised by several observations, among them the 
Aharonov- Bohm effect; but the question cannot be answered without a systematic definition and characterization 
of local subalgebras of observables. This paper reformulates classical field theory in analogy to axiomatic 
quantum field theory and introduces a precise statement for local independence. (Synonyms for local independ­
ence are Einstein causality and principle of maximum signal velocity.) The formal answer of the analysis is: 
The free Maxwell field does not have local independence. This conclusion is critically discussed. 

1. INTRODUCTION 

It is distressing to see a field act where it isn't, as 
in the Aharonov-Bohm effect.1 ,2 Such an experience 
necessarily brings up the question: Is the Maxwell 
field local? And this question inevitably evokes the 
counterquestion: What does locality mean?3 ,4 Be­
cause of the unsatisfactory state of quantum electro­
dynamics, and of the absence of a precise definition 
of locality in classical field theory and in particle 
quantum mechanics, the debate on these questions 
has necessarily been characterized by a certain 
vagueness both of the physical interpretation and of 
the structure of the mathematical theory. But the key 
to the riddle may be in the more elementary theory 
of the free Maxwell field-quantized or even clas­
sical-and these theories are simple enough to be dis­
cussed rigorously. 

Is even the free Maxwell field local? This question is 
not frivolous. The constraint divB = 0 implies that 
the magnetic flux through one hemisphere determines 
the flux through the other, simultaneously in some 
reference frame. This may be taken as a violation of 
locality, because the state in some space-time 
region causes a constraint on the state in another 
spacelike region. Clearly, a more precise definition 
ofthe concepts is called for, and we have attempted to 
give a clear answer-at least for the classical free Max­
well field. This turns out to be a nontrivial task. For­
hinately, a mathematically and interpretatively satis­
factory formulation of local independence for classi­
cal physics is now available. s (Synonyms for local 
independence are Einstein causality and maximum 
signal velocity.) While the concomitant concepts of 
the algebra of observables and its local subalgebras 
have been defined and discussed for quantum field 
theory,6-S we had to do this long-overdue job for 
classical field theory. Fortunately, the well-known 
difficulty of integrating and differentiating in function 
space has not been an obstacle for our purpose. While 
the mathematical problem turns out to be simpler 
than anticipated, we have not been able to give a con­
clusive answer to the physical question. 

The main point of physical interpretation that distin­
guishes the present paper from the large literature 
on the subject concerns the precise definition of 
locality or, more felicitously, local independence. 
While quantum field theory has always had-or has 
claimed to have-a precise theoretical expression for 

locality through the commutativity of local operators 
at spacelike points, the concept of locality in particle 
quantum theory and in classical field theory has re­
mained imprecise (" informal" in Bohm's language 2) 
until recently. 

Of course, special consequences of local independence 
are known in classical field theory. In particular, for 
linear partial differential equations the Green's func­
tion must vanish outside the light cone. This condi­
tion, however, is not sufficient; although the vector 
potential AI' has this property, it is reputed to be non­
local. 

2. POSTULATES COMMON TO CLASSICAL AND 
QUANTUM THEORIES 

In order to study the consequences of the postulate of 
local independence for classical and quantum theo­
ries, it is desirable first to state the postulate in an 
operational manner without theoretical prejudices 
and then to combine it with the theoretical postulates 
of the two theories. For this purpose, classical 
theory is formulated so that it shares the general con­
ceptual and mathematical framework that is custom­
ary for quantum theory. 

Classical physics is then obtained as a special case 
rather than as a limit of a sequence of quantum theo­
ries. This approach is suggested by two previous 
developments. The first, by one of the present 
authors, is a reformulation of quantum mechanics 9 in 
which the algebra of observables appears as an alge­
bra of functions--commutative for the classical 
theory and noncommutative for the quantum theory. 
The other is Prosser's unified theory of nonrelativis­
tic particles. 1 0 

We assume a topological algebra i>r of observables, 
some of whose members (forming, one hopes, a 
generating set) are images of well-specified non­
mathematical entities, namely, observation proce­
dures that are defined operationally. 9{ is either a 
real algebra or a complex *-algebra. Mean values of 
many observations (expectation values) are obtained 
by letting an object prepared by a state-preparing 
procedure interact with an observation apparatus. 
The map from i>r to the set of expectation values ob­
tained by a state-preparing proceQure (a state) is 
assumed to be a linear, continuous, positive,ll and 
normalized form on 9l. It is assumed that states 
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Aharonov- Bohm effect; but the question cannot be answered without a systematic definition and characterization 
of local subalgebras of observables. This paper reformulates classical field theory in analogy to axiomatic 
quantum field theory and introduces a precise statement for local independence. (Synonyms for local independ­
ence are Einstein causality and principle of maximum signal velocity.) The formal answer of the analysis is: 
The free Maxwell field does not have local independence. This conclusion is critically discussed. 

1. INTRODUCTION 

It is distressing to see a field act where it isn't, as 
in the Aharonov-Bohm effect.1 ,2 Such an experience 
necessarily brings up the question: Is the Maxwell 
field local? And this question inevitably evokes the 
counterquestion: What does locality mean?3 ,4 Be­
cause of the unsatisfactory state of quantum electro­
dynamics, and of the absence of a precise definition 
of locality in classical field theory and in particle 
quantum mechanics, the debate on these questions 
has necessarily been characterized by a certain 
vagueness both of the physical interpretation and of 
the structure of the mathematical theory. But the key 
to the riddle may be in the more elementary theory 
of the free Maxwell field-quantized or even clas­
sical-and these theories are simple enough to be dis­
cussed rigorously. 

Is even the free Maxwell field local? This question is 
not frivolous. The constraint divB = 0 implies that 
the magnetic flux through one hemisphere determines 
the flux through the other, simultaneously in some 
reference frame. This may be taken as a violation of 
locality, because the state in some space-time 
region causes a constraint on the state in another 
spacelike region. Clearly, a more precise definition 
ofthe concepts is called for, and we have attempted to 
give a clear answer-at least for the classical free Max­
well field. This turns out to be a nontrivial task. For­
hinately, a mathematically and interpretatively satis­
factory formulation of local independence for classi­
cal physics is now available. s (Synonyms for local 
independence are Einstein causality and maximum 
signal velocity.) While the concomitant concepts of 
the algebra of observables and its local subalgebras 
have been defined and discussed for quantum field 
theory,6-S we had to do this long-overdue job for 
classical field theory. Fortunately, the well-known 
difficulty of integrating and differentiating in function 
space has not been an obstacle for our purpose. While 
the mathematical problem turns out to be simpler 
than anticipated, we have not been able to give a con­
clusive answer to the physical question. 

The main point of physical interpretation that distin­
guishes the present paper from the large literature 
on the subject concerns the precise definition of 
locality or, more felicitously, local independence. 
While quantum field theory has always had-or has 
claimed to have-a precise theoretical expression for 

locality through the commutativity of local operators 
at spacelike points, the concept of locality in particle 
quantum theory and in classical field theory has re­
mained imprecise (" informal" in Bohm's language 2) 
until recently. 

Of course, special consequences of local independence 
are known in classical field theory. In particular, for 
linear partial differential equations the Green's func­
tion must vanish outside the light cone. This condi­
tion, however, is not sufficient; although the vector 
potential AI' has this property, it is reputed to be non­
local. 

2. POSTULATES COMMON TO CLASSICAL AND 
QUANTUM THEORIES 

In order to study the consequences of the postulate of 
local independence for classical and quantum theo­
ries, it is desirable first to state the postulate in an 
operational manner without theoretical prejudices 
and then to combine it with the theoretical postulates 
of the two theories. For this purpose, classical 
theory is formulated so that it shares the general con­
ceptual and mathematical framework that is custom­
ary for quantum theory. 

Classical physics is then obtained as a special case 
rather than as a limit of a sequence of quantum theo­
ries. This approach is suggested by two previous 
developments. The first, by one of the present 
authors, is a reformulation of quantum mechanics 9 in 
which the algebra of observables appears as an alge­
bra of functions--commutative for the classical 
theory and noncommutative for the quantum theory. 
The other is Prosser's unified theory of nonrelativis­
tic particles. 1 0 

We assume a topological algebra i>r of observables, 
some of whose members (forming, one hopes, a 
generating set) are images of well-specified non­
mathematical entities, namely, observation proce­
dures that are defined operationally. 9{ is either a 
real algebra or a complex *-algebra. Mean values of 
many observations (expectation values) are obtained 
by letting an object prepared by a state-preparing 
procedure interact with an observation apparatus. 
The map from i>r to the set of expectation values ob­
tained by a state-preparing proceQure (a state) is 
assumed to be a linear, continuous, positive,ll and 
normalized form on 9l. It is assumed that states 
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separate the algebra W so that the condition weAl = 0 
for all states w implies A = O. 

Some observation procedures are localized within a 
space-time region R. This does not necessarily 
mean that the physical apparatus is confined to R, but 
that the procedure is so contrived that its result is 
independent of events outside R. Images of these 
local sets of procedures are, by assumption, local 
algebras 2! (R). Common sense dictates the additivity 
postulate 

W(R l ) UW(R 2 ) = W(Rl U R 2 ), (2.1) 

where S denotes the closure (in the topology defined 
in Sec. 3) of the polynomial algebra generated by any 
set S of elements: We say that S is the algebra topo­
logically generated by S. In words, Eq. (2.1) says 
that the algebra topologically generated by the union 
of two subalgebras associated to two regions is the 
algebra associated to the union of the tWo regions. It 
is also assumed that the union of all local algebras 
W(R) generates topologically the total algebra, i.e., 

U 91(R) =W. 
R 

(2.2) 

To avoid vagueness in the physical interpretation, 
Eqs. (2.1) and (2.2) must be understood not as stating 
the existence of a certain algebraic structure of W, 
but as statements concerning the map from non­
mathematical procedures into the algebra W. 

Causality6 (sometimes called primitive causality) 
means that the present determines the future. Con­
sider a local algebra W (R 5 r)' where R ST is a segment 
of thickness T between two parallel space like hyper­
planes s. Causality requires that this algebra should 
be equal to W , so that the expectation value "later" is 
known if all expectation values "now" are known. The 
statement is rather weak if it asserts merely the 
existence of such segments with a finite T. It seems 
reasonable to strengthen it by requiring that 

W(Rs) = W, (2.3) 

where R 5 is any spacelike hyperplane. 

In quantum field theory, causal independence of space­
like events (Le., the existence of a finite signal veloci­
ty or of Einstein causality) is often considered to be 
expressed by the commutativity of relatively space­
like local subalgebras. For the present construction, 
this association is useless, because the algebras W 
of observables are Abelian in classical physics. A 
more general and directly operational formulation is 
local independence. l2 Let any Wl' w2 be two states 
and W ,W two local algebras associated to regions 
R .. , R ; th~t are relatively space like . Then, there 
exists a state w3 such that 

wl lw .. =w3Iw .. and w2Iws=w3Iws' (2.4) 

That is, any two partial states on spacelike sub­
algebras have a common extension. 

In this definition, "state" (short for "normal state") 
means a certain subset of the linear, continuous, posi­
tive, and normalized forms on the algebra W of ob­
servables. It is necessary to make this restriction to 
normal states also in quantum theory because some 
states have little physical meaning.5 The precise 
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definition of normal states for classical fields will be 
given in Sec. 5. 

3. ABELIAN ALGEBRAS OF OBSERV ABLES FOR 
CLASSICAL FIELDS 

The irreducible representations of Abelian topological 
algebras are isomorphic to the complex numbers. l3 

Therefore, classical physics differs from quantum 
theory in that the irreducible representations, which 
are of prime importance in quantum theory, are 
trivial. 

The algebra of observables for classical fields will 
be constructed by analogy with the observables of an 
n-particle system. lO The observation procedures 
corresponding to the initial positions and momenta 
{ql'Pl"'" qn'Pn} are operationally well defined. 
They correspond to unbounded functions on phase 
space. The piecewise continuous functions of these 
basic functions may be chosen as the algebra of ob­
servables. Their physical interpretation by pro­
cedures is obvious. 

The main feature of this construction is the existence 
of a set of observables that are images of operational­
ly defined procedures at one instant t such that: 
(A) the set generates the algebra of observables, and 
(B) the members of the set are algebraically inde­
pendent. We want field theory to share this feature to 
the largest possible extent. 

The phenomena that are the subjects of classical 
field theories, such as acoustics and heat conduction, 
have-or are idealized as having--(!ertain common 
features which determine the algebra of observables 
and its phYSical interpretation, particularly its local 
subalgebras. The instant observation of the pressure 
or the temperature at a point is, of course, an ideali­
zation; but there is no reason to believe that it is not 
adequate within the conceptual framework of classical 
phYSics. Fields q>i(X) at a point x and at an instant 
t = 0 are exemplified by temperature, pressure, or 
electric field components at points x of Euclidean 3-
space. Let n be a topological space of real vector­
valued functions {1/!i(x)} on Euclidean 3-space R 3. A 
class G of functionals 

(3.1) 

will be considered as the images of the correspond­
ing procedures q> i(X), Continuous functions of a finite 
number n of such functionals Fi,Xl' "', Fi,xn have an 
obvious operational interpretation, and they will be 
considered as elements of the algebra W of observ­
abIes. More general functionals of the q>i(X), such as 

fG l [q>l(X l )]G2[q>2(x2)] '" Gn[q>n(xn)] 

x f(x l , x 2' •• " xn)dxl dx 2' •• dxn, 

where fis an integrable function in R3n and the GiO)) 
are bounded and continuous, have images 

F(I/I) = f Gl[l/Il (X i )]G2[1/I 2(x2)] ••• Gn[l/In(xn)] 

x f(x!, x 2' ••• , Xn)dxl dX2 ••• dXn (3.2) 

which are also elements of W. More generally, we 
assume that the set of continuous functionals F that 
are images of procedures at the instant t = 0 is suf­
ficiently large so that its closure is the algebra C(n) 
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of all continuous functionals on n. In this somewhat 
restricted sense we conform to the commonly held 
view that classical physics has a self-evident physical 
interpretation. 

For mathematical precision, we will make a number 
of assumptions which are justified more by con­
venience than by physical necessity. 

(1) n is a topological vector space. The points 1/1 E n 
are real vector-valued functions on R 3, piecewise 
differentiable and bounded, equipped with the norm 

111/111 = sup (L;tll/lt(x)12)1/2. 
xER 3 

The space n does not necessarily include all func­
tions of this class, and no closure is required. 

(2) The algebra of observables is the algebra C(O) of 
all real continuous functionals F on n and is equipped 
with the c-topology.14 In this topology, a subbasis is 
constituted by the sets of functions 

(A, E) == {F E c(n) IF(A) C E, (A C 0) is compact, 

(E C R 1) is open}. (3.3) 

That is, if a function FE C(O) restricted to a com­
pact subset A E n has values in the open subset E of 
the real line, then all functions F' "near" it are re­
quired to satisfy the same condition. This definition 
seems strange at first; but since n is a metric space, 
sequential convergence is precisely the classical uni­
form convergence of functions on any compact sub­
set.15 

The class of functions 1/1 E n must be inferred from 
the empirical properties of the observation and state­
preparing procedures that are the domain of the 
particular field theory. 

These properties restrict the algebra; but since the 
algebra was generally defined in terms of functions 
on the carrier space n, the empirical properties re­
strict n. Again, since n was generally defined as a 
linear space of piecewise differentiable bounded 
vector-valued functions, these properties restrict the 
number of vector components and impose constraints 
on the functions. 

Since, by assumption, C(n) includes all continuous 
functions, the elements of G defined by Eq. (3. 1) are 
algebraically independent. Hence, G htcludes the 
images of those point observation procedures that are 
not subject to any constraints. In the case of heat con­
duction, the choice G = {Fx} with 

Fx(l/I) == 8(x) = 1/1 (x) 

is indicated, because the time derivatives of the tem­
perature field 8(x, t) at t = 0 are, by the equations of 
motion, determined by the set {Fx }. On the other hand, 
no restriction on the initial temperature 8(x) is 
known, so that n must include all piecewise differenti­
able scalar functions. For a pressure field p(x), this 
choice would be inadequate. Observation procedures 
measuring the time derivatives P(x, 0) are algebraical­
ly independent of the {P(x, OJ}, becausE; there exists no 
function F of elements P(x;' 0) and of P(xj , 0) such that 
w(F) = 0 for all states w. Indeed, by virtue of the 
assumed separation of ~ by states, this means that no 
such function F[P(x1), .•• ,P(xn ), P(x m ), ••• ,p(xN )] = 0 

exists, and hence the elements {P(x, OJ} are alge­
braically independent of {P(x, On. 
Hence, the proper choice for n will be the space of all 
piecewise differentiable two-component vector func­
tions 1/1 , where 1/11 corresponds to the pressure and 1/12 
to its time derivative. That is, 

p(X,O) f--7 F 1 ,x (1/1) = 1/11 (x), 

P(x, 0) f--7 F 2,x (1/1) = 1/12 (X). 
(3.4) 

For the electromagnetic field, there are six vector 
components of I/Ii(x), namely Ei(x) and Ei(x). Here, how­
ever, algebraic independence of the set G forbids the 
choice of all piecewise differentiable bounded func­
tions. In virtue of the assumed separation of 21 by 
states, such a choice would imply the existence of a 
state in which 

6 
f L; Fi,x (I/I)n;d s, 
8 i=4 

i.e., the image of the observation procedure Is Ends 
(where S is a closed surface), has a nonvanishing ex­
pectation value. The functions 1/1 must be subjected to 
the constraints 

3 a 
L; -., I/Ii = 0, 
i =1 uX i 

6 a 
L; --I/Ii = 0, 
t =4 OXi - 3 

so that the predictions of the theory will exclude the 
existence of a state such that the expectation value of 
the magnetic or electric flux through a closed surface 
is nonvanishing. The linearity of the constraint makes 
it compatible with the linearity of the space U. 

It is not clear whether the set G generates topological­
ly the algebra C(O), as in particle theory. No theo­
rems sufficiently powerful for a proof are known tous. 

4. LOCAL SUBALGEBRAS ON SPACEI.JKE HYPER-
PLANES 

Consider a region R of space-time conSisting of n 
simultaneous points R = {x l' ••• , x }. The correspond­
ing local subalgebra 9l(R) contains the algebra generat­
ed by the images of the point observation procedures 
cp i(X1), ••• , cP t(xn ), i.e., by the functionals Ft,x. (1/1) = 

J 
l/Ii(Xj). Thus, 9l(R) contains all continuous functions G 
of the functionals Ft,x' with x· E R. To generalize this 
construction to a space-volu'me R = V 0 at the instant 
t = 0, it is necessary to postulate rather than to de­
duce. 

We wish to express mathematically the fact that the 
observation procedures corresponding to ~ (V 0) "see" 
only the events in Vo or that they are "blind" toward 
things outside V 0" Consider the set of functionals 

(4.1) 

where X Vo is the characteristic function of Vo' An 
element Fg E 21 c(v 0) is constant on all functions 1/1 
that agree with a given function g in Vo. Clearly, the 
set ~ c(Vo) is a subalgebra of 21 if all functionals F 
in (4.1) are in W. This subalgebra does just what the 
intuitive definition requires: It assigns values to 
functions only on the basis of their behavior in VO. 
Hence we postulate 

(4.2) 
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In general, ~ c(v 0) does not contain the time deriva­
tives of the observables Fi ,xj at the instant t = 0 and 
cannot be considered as the local instant subalgebra 
~ (V 0)' However, in all realistic field theories-such 
as the theories of heat conduction, acoustics and a 
fortiori in relativistic theories-these time deriva­
tives are in fact functions of the observables po ,and 

l,X] 

of their space derivatives at t = O. This "action at 
short distances" in field theories is not a necessary 
feature of nonrelativistic theories; for instance, inte­
grodifferential equations are possible alternatives. 
In the following, we shall restrict ourselves to theo­
ries in which Eq. (4. 2) can be replaced by the action­
at-a-short-distance formula 

(4.3) 

We have to show consistency between the assumed 
form of instant local algebras given by Eqs. (4. 1) and 
(4.3) on the one hand and the additivity and complete­
ness properties expressed by Eqs. (2.1) and (2.2) on 
the other. The proof of Eq. (2.2) is trivial, since X v 
tends to the unit as V becomes large. The proof of 
Eq. (2.1) is somewhat technical and has been relegat­
ed to Appendix A. 

To define local algebras in general space-time re­
gions R, we must consider the dynamics of the theory. 
The dynamics of the physical system is associated to 
a group T(t) of automorphisms of the algebra C(Q) 
which is in turn induced by homeomorphisms T(t): 
1/1 (x) H 1/1 (x, t) of Q through [T(t)F](I/I) = F[ T(t) 1/1 ]. 
Traditionally, this transformation results from the 
solution of a partial differential equation with I/I(x) as 
initial condition, but this is not the most general case. 
The local instant algebra ~ (V, t) for the space-volume 
V at the instant t contains the functionals with the 
property 

[T(t)F](I/I) = F[X vT(t)I/I]. 

A space-time region R can be obtained by the union 

of instant space volumes, and the algebra ~ (R) is de­
fined by the topological closure 

~ (R) = U ~[V(ti)]' 
ti 

Since no use is made of these more general local 
algebras, they will not be further discussed. 

5. INSTANT LOCAL INDEPENDENCE WITHOUT 
CONSTRAINTS 

We will prove instant local independence in the ab­
sence of constraints, i.e., causal independence of 
local subalgebras associated with nOnintersecting 
volumes of a spacelike hypersurface for situations 
in which the carrier space Q contains all piecewise 
differentiable bounded functions I/Ii(x), with i = 
1, ••• , n. 

Intuitively, normal states are those that can be pro­
duced by adding fields to the vacuum. We define an 
accrual operator T cp on the observables by 

(5.1) 

Loosely speaking, this operator increases the exist-
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ing field by the field cpo Let So be the vacuum state 
defined by 

S o(F) = F(O), (5.2) 

where 0 is an element of Q. Then, a class of states 
defined by 

S(F) = 6 AiSO(TcpiF), Ai ~ 0,6 Ai = 1 (5.3) 

may be called normal because it is the class of states 
produced by accrual from the vacuum. In the same 
way, normal states which are only a "little" different 
from the vacuum are implemented in Fock space by 
density operators. 

Consider the two normal states of a special class 

Srp(F) = F(I/I), Scp(F) = F(cp). (5.4) 

On the local subalgebras ~ (VI) and ~ (V 2)' respective­
ly, the states are 

SiFI) = FI(I/I) = FI(Xvll/l) and Scp(F2) = F 2(xV
2

CP), 

(5.5) 

where Fi E ~ (Vi)' If there are no constraints, there 
exists a third function 1) E Q such that for two dis­
joint volumes Vlo V2 ' one has 

1)(x) = 1/1 (x), x E VI' 
and 

1) (x) = cp(x), x E V 2' 

Then, if Fi E ~ (Vi) with i = 1,2, 

and 

(5.6a) 

(5.6b) 

(5.7) 

(5.8) 

Hence, the state SI) is a common extension of the two 
states S cp and Srp. 

Consider now two states Si over ~ (V i)' i = 1, 2, de­
fined by convex linear combinations of states of the 
class (5. 4), namely 

Sl = 6 AkS", , 0.:; Ak ':; 1, 6 Ak = 1, 
k k k (5.9) 

S2=6071lScp' 0,:;°m.:;I,6 0m =1. 
m m m 

Again, if there are no constraints, there exists a set 
of functions {1) k m} such that 

and therefore the state 

S3= 6 0mAk sI) 
m,k km 

(5.10) 

(5.11) 

is the common extension of S1 and S2' Indeed, let 
FIE ~ (V 1). Then we have 

S3(F 1) =6 fJmAkSI) (F1) 
m.k k.m 

= 6 fJ""A kF 1 (1)km) 
m,k 

= 6 Om 6 AkF1(l/Ik) = S1(FI ), (5.12) 
m k 
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and similarly for F 2 E 2{ (V 2)' Thus we have shown 
the existence of a common extension for all normal 
states and, therefore, instant local independence for 
action-at-a-short-distance field theories without con­
straints. 

It can be shown that all states of the type (5.4) are 
pure, but that not all pure states belong to this class. 

6. CONSTRAINTS OF THE MAXWELL FIELD 

Consider two contiguous space volumes V 1 and V2 , 

e.g., two open hemispheres separated by an equa­
torial plane. For the Maxwell field, the vector-
valued functions I/Ii are the electric and magnetic 
field intensities. A possible state S", of the type (5.3) 
is labeled by a constant magnetic field B parallel to 
the z direction in a region including the hemisphere 
Vl' and another state S", is labeled by a constant mag­
netic field-B extending at least through V 2' Since 
only divergenceless vector fields are points in n, 
there is no common extension of the two states and, 
therefore, no local independence. 

This result is surprising if one believes that the 
statement of local independence adopted here is the 
precise expression of Einstein's principle of limited 
signal velocity. (Note that for a scalar wave equation 
without constraints, local independence is confirmed.) 
We consider some possibilities for a solution of the 
paradox. 

1. Redefinition of the local algebras: Consider the 
well-known representation of the free Maxwell field 
by a Fourier integral of plane waves. The coefficients 
ai(k) are linear combinations of four real functions of 
k, not otherwise restricted. The Fourier transforms 
0i(X) of these could be considered as the basic obser­
vation procedures of which the functionals (3.1) are 
images. The space n would then consist of all piece­
wise differentiable four-component functions. Clearly, 
the algebra C(n) of functionals on this new carrier 
space is only another representation of the same 
algebra. However, if now the local subalgebra 2{ (Va) 
is defined so that it contains images Fi.x/I/I) = l/Ii(xZ) of 
the procedures ai(xZ) with Xz E Va' a different result 
is obtained, viz. local independence. The choice be­
tween these possibilities is not mathematical. The 
operational definition of the fields E and B agrees 
with the definition of local observation procedures, 
while the quantities ai(x) are complicated integrals of 
the fields and cannot be measured by instruments con­
fined to a small volume. 

Similar objections rule out a redefinition of local 
subalgebras in terms of the vector potential AI" 

2. Incompleteness of the Maxwell theory: We 
remember that a similar lack of local independence 
was found for a theory of a finite number of relativis­
tic classical particles. 5 It is easy to show that such 
a theory cannot have the property of local independ­
ence; but it is easy to see how this defect is removed. 
Since the statement of local independence involves 
the existence of certain states, it suffices to remem­
ber that a theory with a finite number of particles is 
artificially truncated because in reality there exist 
states with more particles. In other words, the para­
dox is resolved here by pointing out that the general 
principle cannot reasonably be expected to apply to 
manifestly incomplete theories. 

A similar argument could be made for the constraint 
divE = 0 of the Maxwell field. In a theory with 
charges, this constraint is canceled; but the con­
straint divB = 0 could be lifted only if there were 
magnetic monopoles. The possibility of magnetic 
monopoles has been discussed extensively, and there 
seems to be no theoretical reason to reject their 
existence. The present argument is probably the 
first to favor the postulation of magnetic charges for 
the sake of "saving sanity." 

3. Rejection of the proposed statement of local in­
dependence: The difficulty is that there is no alterna­
tive proposal for a precise expression of finite sig­
nal velocity in classical physics. In quantum theory, 
various forms of commutativity, "strict locality," are 
equivalent to finite signal velocity 5; for classical 
field theories no other formula has been proposed. 
One could, however, consider aweak local independ­
ence by postulating that only local algebras associat­
ed to regions with finite but arbitrarily small space­
like separation are causally independent. Then no 
states with discontinuous magnetic field intensities 
are required to exist. However, we show in Appendix 
B that the physical interpretation of this weakened 
requirement is also incompatible with the properties 
of the Maxwell field. 

4. Change of topology: Some of our assumptions 
are more technical than physical, and one might 
wonder whether a subtle change in the assumed top­
ology might not eliminate the paradox. Without claim­
ing a decisive argument against this conjecture, we 
feel that thinking about alternative reasonable topolo­
gies seems unfruitful. 

5. Accept the inevitable: Finally, it is conceivable 
that the nonlocal nature of the Maxwell field pOints to­
ward a genuine physical feature. Consider the follow­
ing possibility. The true local "elementary" field is 
a spin-~ field, and photons are "composite particles" 
in the sense that the spin-~ fields associated to a 
region R generate the local algebra 2{ (R); but the 
electromagnetic fields (which we assume to be 
generated by the spin-~ fields) do not have this local 
property. This possibility is in general agreement 
with the ideas of Heisenberg,16 and it may be sup­
ported by recent results on relativistic wave equa­
tions in external fields. From these, it seems that 
only a spin-~ field can be described in a natural man­
ner without inconsistencies,17.18 
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APPENDIX A 

The algebra defined by Eq. (4.1) can be described as 
follows. A set s of constancy19 for m (Va) is a set of 
points 1/1 such that all functionals F E m (Va) are con­
stant on it, i.e., it is a set such that 

[(1/117 1/12) E s)] => [F(1/I1) = F(1/I2)] for FE 2{ (Va)' 

(A1) 

By (4.1) and (4.3), a set Sf of constancy for 2{(Va) is 
the class of functions 1/1 that agree with a given func-
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tion f in V o. Then W (V 0) is the algebra of all con­
tinuous functionals with sets of constancy defined by 
functions f in the region Yo' An algebra W (VI U V2 ) 

associated to the region VI U V 2 correspondingly 
has sets of constancy defined by functions g in 
VI U V 2' Two functions 1/111 1/12 E Q that agree in 
VI U V 2 must agree a fortiori in VI' Hence, a set of 
constancy of W (VI) is a union of sets of constancy of 
W(V1 U V2 ). Hence 

W(Vi ) C W(V1 U V2 ), i = 1,2, 
and 

W(V1) U W (V2 ) C W(V1 U V 2). 

(A2a) 

(A2b) 

We show next that the polynomial algebra generated 
by W (VI) U W (V 2) is dense ip 9l(V 1 U V 2)' Conside.! 
the many-one map J: cp H cp from Q to the space Q 

of the constancy sets for W (VI U V 2)' the function cp 
being the set of constancy to which cp belongs. 

The topology of fi is defined by the norm 

II cp II = sup I cp(x) I, 
XEV1UV2, cpE';j 

(A3) 

where cp is any function in the set cpo 
It is easy to show that J maps open sets in Q onto 
open sets in fi. For, let S€ be a spl.!.ere of radius E in 
Q, ThenJ(S€) contains all sets in Q with norm less 
than E. That is, 

J(SJ = S€, 

where S€ is the open sphere of radius E in Q. Fur­
thermo!:e, compact sets in Q are mapped on compact 
sets in Q; and if Aa runs on all compact subsets of Q, 

the sets {J(Aa)} exhaust all compact subsets of Q. 

We now define a map K from W (VI U V 22 onto C(fi), 
the set of all continuous functions F on Q, by 

KF= F, F(cp) = F(cp), (A4) 

and require that the topology of C(fi) will be con­
structed by the subbasis K[(A, B)], in which the sets 
(A, B) are the subbasis for the topology of C(Q) de­
fined in Eq. (3.3). This inherited topology is nothing 
but the c-topology, since 

K[(A,B)] = {K(F) I [K(F)](A) C B} = {FIF(A) C B}, 

(A5) 

where A C Q is compact, B C R is open, and from the 
previous discussion A C Q is compact. From the 
definition of K it follows that it is a continuous iso­
morphism. The gain in the last maneuver is the 
demonstration that although W (VI U V 2) is not the set 
of all real continuous functions on some space, 
K[W(V1 U V 2 )] is. 

Since W (VI) ang W (V?) are subalgebras of W (VI U V 2)' 
the map F H I:. of W (VI U V 2) induc!s injective map­
pings W(Vi ) H W(Vi ) of W(Vi) into C(~). To show that 
the algebra ,E:enerated by the union W (VI) U W (V 2) is 
dense in C(Q) (in the c-topology), we use the Stone­
Weierstrass theorem. 

Stone- Weierstrass Theorem 20: Let C(O, c) be the 
sets of all continuous real functions on an arbitrary 
space Q, equipped with the c-topology, and D C C(Q, c) 
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a family that contains a nonzero constant function and 
is separating. _Then the algebra A(D) generated by D 
is dense in C(Q, c). 

To sho,! that the union ii (V 1) U ii (V2) separates the_ 
points Q, consider two distinct points ;PI and ;P2 in_ Q, 

and l~t CPl and CP2 be elements of Q that map into CPl 
and CP2' respectively. Then there must be a point 
Xo E VI U V2 such that CPl (xo) ~ CP2(xO)' Consider 
now the functional 

It is an element of 91 because it is continuous, and if 
Xo E Vi it is an element of W (Vi) because 

Hence, F (CPI) ~ F (CP2); and from the definition of the 
map F H P, it follow that F (CPl) ~ F (CP2)' 

Xo Xo 

Hence, by the Stone-Wei~rstrass theorem, the topo­
logically closed_algebra2!12 = §(V1) U ii(Y2) generat­
ed by the union 9( (VI) U 9! (V2 ) is equal to W (VI U V2 ). 

Because 9.,f the continuity of the isomorphism of the 
map W ~ W, the same statement applies to the alge­
bras W(Vl) and W(V2 ). This proves Eq. (2.1) and, 
hence, the consistency of the definition of instant 
local algebras in accordance with Eq. (4.1). 

APPENDIXB 

Contact between a theoretical principle and an ex­
periment is made by attempted refutations (falsifica­
tions) of the principle. If the principle states the 
impossibility of accomplishing a result, then evidence 
in its favor consists in the failure of sustained efforts 
to accomplish the result, or, in finding it more and 
more difficult to approach the desired end. As 
pointed out in Ref. 12, p. 1330, evidence in favor of the 
principle of energy conservation consists in the fail­
ure of many clever attempts to construct a machine 
that delivers large quantities of work for a long time 
without input. Similarly, evidence in favor of a claim­
ed causal independence consists in the failure of 
attempts to prevent the existence of a partial state 
here arid now by creating a partial state there and 
now-e.g., by shooting a bullet with infinite velocity. 
Conversely, evidence against causal independence 
consists in failure of attempts to create a partial 
state here and now, whatever the partial state there 
and now may be. For instance, a homogeneous strong 
magnetic north-field here is difficult to maintain in 
presence of a strong magnetic south field in the im­
mediate surrounding. Failure to invent a magnetic 
Faraday cage is evidence against causal independence 
of two algebras associated to simultaneous and very 
close space regions. Practically, gradients oB/oz of 
a magnetic field component B z above roughly 1010 

gauss/ cm. cannot be created by state-preparing pro­
cedures. Hence, empirical evidence against the feasi­
bility of arbitrarily large gradients (the requirement 
of weak locality) is as strong as evidence against the 
feasibility of a discontinuity of the normal component 
of the magnetic field (the requirement of local in­
dependence). In this' argument, use was made of em­
pirical facts rather than of Maxwell's theory. How­
ever, we maintain that, in testing a theory for com­
pliance with a causal independence principle, it is 
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necessary to consider not only the states whose exist­
ence the theory asserts, but also the means for pre­
paring the state which should be part of a physical 
theory. Even if no experiment had ever been made to 
test Maxwell's theory, the above conclusion could be 
derived from detailed calculations on the energies 
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The origin-origin value of the Green's function for a simple cubic lattice with axial anisotropy is evaluated 
exactly. 

There has been much interest recently in the 
evaluation of integrals of the Watson type 

1(z) = III d 3k f(k 1,k2,k3 ) , (1) 
p z -g(kl>k2,k 3 ) 

where f and g are trigonometric polynomials, and the 
integral extendS over some finite polyhedron P. 
These are ubiquitous in lattice problems and are so 
named in honor of Watson1 who evaluated 1 in the 
cases f = 1: 

(i) B.C.C. g1(k) = cosk1 cosk2 cosk 3, Z = 1; 

(ii) F.C.C. g 2 (k) = cosk 1 cosk 2 + cosk 2 cosk 3 

+ coSk3 cosk 1 , Z = 3; 

(iii) S.C. g3(k) = coSk1 + COsk2 + COsk3, Z = 3; 

where P is the parallelopiped - 1T :S k i :S 1T. In this 
paper we shall evaluate 1 for the case f = 1, Pas 
above, and 

This case is of practical interest in studying the 
properties of a Heisenberg ferromagnet with axial 
anisotropy and has been examined numerically by 
Nakamura.2 

Let us begin by assuming that z > 7, so the integrand 
is nonsingular. Then the integral over k 3 , say, is 
elementary and the k2 integration can be reduced to 
the complete elliptic integral of the first kind. Thus 
we have, after making the substitution U = COsk' 

1 = Z3!1T 1 101 du(1- U 2)-1/2 K[u(8/(z + 1»1/2]. (2) 

The complete elliptic integral K has the representa­
tions 

K(k)=!!.- I; (2n-1)!!)2 k2n =-h1TF1(L~;1;k2), 
2 n=O 2nn! 

Ikl<1 (3) 

with the understanding that (- 1)! ! = 1. By integrat­
ing term by term one finds 

I~ x 2 p-l (1 - x 2 )o-1 K(xz)dx 

_ 1T r(p)r(a) (1.1.. . 2) -4" r(p +a) 3F2 2,2,p,1,a+p,z , (4) 

which is valid for Rep> 0, Rea> 0, larg(1- z2)1<1T. 
Now by using (4) with p =\a = ~, (2) becomes 

1 = [81T 3/(Z + 1)hF2(%'~'~; 1, 1; [8/(z + 1)]). (5) 

Clausen's theorem which states 

3 F2 (2a, 2{3, a + (3; 2(a + (3), a. + (3 + ~; z) 

= {2F1(a,{3;a + f3 + ~;z)}2 

and Kummer's identity 

2F1(a,{3;a + (3 + ~;z) 

= 2F1(2a, 2{3; a + {3 + id (1- [1- z)1/2» 

can be used to simplify (5), after which we have 

(6) 

where a2 = H (z + 1)1/2 - (z - 7)1I2]/(Z + 1)1/2. 
Finally, noting that the hypergeometric function in (6) 
is again the complete elliptic integral we find the 
simple result 

1 = [12811"/(z + 1)] [K(a)]2. (7) 
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necessary to consider not only the states whose exist­
ence the theory asserts, but also the means for pre­
paring the state which should be part of a physical 
theory. Even if no experiment had ever been made to 
test Maxwell's theory, the above conclusion could be 
derived from detailed calculations on the energies 
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The origin-origin value of the Green's function for a simple cubic lattice with axial anisotropy is evaluated 
exactly. 
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with the understanding that (- 1)! ! = 1. By integrat­
ing term by term one finds 
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_ 1T r(p)r(a) (1.1.. . 2) -4" r(p +a) 3F2 2,2,p,1,a+p,z , (4) 

which is valid for Rep> 0, Rea> 0, larg(1- z2)1<1T. 
Now by using (4) with p =\a = ~, (2) becomes 

1 = [81T 3/(Z + 1)hF2(%'~'~; 1, 1; [8/(z + 1)]). (5) 

Clausen's theorem which states 
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and Kummer's identity 
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can be used to simplify (5), after which we have 

(6) 

where a2 = H (z + 1)1/2 - (z - 7)1I2]/(Z + 1)1/2. 
Finally, noting that the hypergeometric function in (6) 
is again the complete elliptic integral we find the 
simple result 

1 = [12811"/(z + 1)] [K(a)]2. (7) 
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It is clear that the expression in (7) is an analytic 
function of z except for a branch cut along -1 < z < 7. 
Consequently, various identities, such as Landen's 
transformation, can be used to continue I(z) analyti­
cally beyond the domain z < 7. It is interesting to 
note the particular value 

1(7) = r 4 (t) ~ 172.792266··· 

1 G. N. Watson, Quart. J. Math. 10, 266 (1939). 

which complements Watson's results. 

The function cp(x) tabulated by Nakamura2 is related 
to our results by 

cp(x) = ~ I(~ - 1) = 16nx (K{[~(1- h - x)]l/2})2, 
n3x x 

which reproduces his tabulated results for 0 5 X·5 1. 

2 T. Nakamura, Phys.Rev.128, 2500 (1962). 
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We investigate the nature of the approximations involved in the multigroup treatment of the time-dependent 
neutron transport equation by using the method of approximating sequences of Banach spaces. We prove that 
solutions of the multigroup system converge, in a suitable sense, to the corresponding solutions of the exact 
transport equation. Moreover, we indicate the order of magnitude of the rate of convergence. 

1. INTRODUCTION 

The multigroup neutron transport equation is a power­
ful tool for investigating spectrum regeneration prob­
lems.! It is usually assumed that solutions of the 
multigroup transport equations approximate the cor­
responding solutions of the exact transport equation, 
in which the velocity (or energy) variable is not dis­
cretized. However, it is not clear how multi group 
solutions approximate exact solutions and, corres­
pondingly, evaluations of the errors involved in such 
a procedure are never given. 

In this paper, we show that the nature of the multi­
group treatment in the time-dependent case may be 
investigated by using the theory of semigroups of lin­
ear operators (Ref. 2, Chap. 9; Ref. 3) in connection 
with the method of the approximating sequences of 
Banach spaces (Ref. 2 p. 512; Refs. 4, and 5). 

Moreover, we prove that solutions of the multigroup 
system converge, in a suitable sense, to the corres­
ponding solutions of the exact transport equation. 
Finally, we indicate the order of magnitude of the rate 
of convergence. 

2. MATHEMATICAL PRELIMINARIES 

Following Trotter, 4 we say that a sequence of Banach 
spaces {Xn } together with a sequence of linear opera­
tors {Pn) , Pn E ffi(X, Xn) (Ref. 2, p.149), is a sequence 
of Banach spaces approximating a given Banach space 
X if 

n = 1,2,3, ... , 

lim II Pn/lin = II III for every I E X, 
n-+<>O 

(1) 

(2) 

where II • lin is a norm in Xn and 11'11 is a norm in X. 
As it will be clear in the sequel, Pn I is a representa­
tion of I E X in the approximating space X n • Hence, 
condition (2) roughly means that the norm of I is 
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close to the norm of its representation provided n is 
big enough. 

We also note that, if II Pn/lin -7 11I11 for every I of a 
dense subset of X, then condition (2) is satisfied. 

Let us now consider a sequence {In} with In E X n, 
n = 1,2, "', by definition, we say that {In} converges 
to I E X if lim II In - Pn I II n = 0 as n -7 00. Corres­
pondingly, we call I the limit of {In} and write I = 
lim In as n-'> 00. 

Finally, aSSume that {Bn} is a sequence of operators 
with Bn E ffi(Xn) and that BE (P.,(X). We say that {Bn} 
converges to B if limn .... w B nP nl = BI for every I E X, 
Le.,if IIBnPnl - PnBIII-7 0 for every lEX. 

By starting from the preceding definitions, the following 
theorem can be proved on the approximation of a 
given semigroup in X by means of a sequence of semi­
groups in Xn (Ref. 4, Theorem 5.1, p. 900). 

Theorem 1: Let T be a linear operator of class 
S (M, (:lo) in X, and let Tn be of class S (M, (:lo) in X n , 

n = 1,2, "'; if 

lim R(A, T n)P nl = R(A, T)I 
n .... oo 

(3) 

for some A with ReA> f3 0 and for every I E X, where 
R(A, Tn) = (AI - T n)-l and R (A, T) = (AI - T)-l, then 

lim exp(t Tn)P n I = exp(t T)I (4) 
n .... oo 

uniformly in any finite interval of t ~ 0 (notations are 
those of Ref. 2, Chap. 9). Hence, the convergence of 
the sequence of semigroups generated by the Tn fol­
lows from the convergence of the resolvent operators 
R(A, Tn)' Of course, this convergence must be under­
stood in the sense. of the definition given a few lines 
above. 

As we shall see in the following sections, due to 
Theorem 1, a given initial-value problem may be ap-
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It is clear that the expression in (7) is an analytic 
function of z except for a branch cut along -1 < z < 7. 
Consequently, various identities, such as Landen's 
transformation, can be used to continue I(z) analyti­
cally beyond the domain z < 7. It is interesting to 
note the particular value 

1(7) = r 4 (t) ~ 172.792266··· 

1 G. N. Watson, Quart. J. Math. 10, 266 (1939). 

which complements Watson's results. 

The function cp(x) tabulated by Nakamura2 is related 
to our results by 

cp(x) = ~ I(~ - 1) = 16nx (K{[~(1- h - x)]l/2})2, 
n3x x 

which reproduces his tabulated results for 0 5 X·5 1. 
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We investigate the nature of the approximations involved in the multigroup treatment of the time-dependent 
neutron transport equation by using the method of approximating sequences of Banach spaces. We prove that 
solutions of the multigroup system converge, in a suitable sense, to the corresponding solutions of the exact 
transport equation. Moreover, we indicate the order of magnitude of the rate of convergence. 

1. INTRODUCTION 

The multigroup neutron transport equation is a power­
ful tool for investigating spectrum regeneration prob­
lems.! It is usually assumed that solutions of the 
multigroup transport equations approximate the cor­
responding solutions of the exact transport equation, 
in which the velocity (or energy) variable is not dis­
cretized. However, it is not clear how multi group 
solutions approximate exact solutions and, corres­
pondingly, evaluations of the errors involved in such 
a procedure are never given. 

In this paper, we show that the nature of the multi­
group treatment in the time-dependent case may be 
investigated by using the theory of semigroups of lin­
ear operators (Ref. 2, Chap. 9; Ref. 3) in connection 
with the method of the approximating sequences of 
Banach spaces (Ref. 2 p. 512; Refs. 4, and 5). 

Moreover, we prove that solutions of the multigroup 
system converge, in a suitable sense, to the corres­
ponding solutions of the exact transport equation. 
Finally, we indicate the order of magnitude of the rate 
of convergence. 

2. MATHEMATICAL PRELIMINARIES 

Following Trotter, 4 we say that a sequence of Banach 
spaces {Xn } together with a sequence of linear opera­
tors {Pn) , Pn E ffi(X, Xn) (Ref. 2, p.149), is a sequence 
of Banach spaces approximating a given Banach space 
X if 

n = 1,2,3, ... , 

lim II Pn/lin = II III for every I E X, 
n-+<>O 

(1) 

(2) 

where II • lin is a norm in Xn and 11'11 is a norm in X. 
As it will be clear in the sequel, Pn I is a representa­
tion of I E X in the approximating space X n • Hence, 
condition (2) roughly means that the norm of I is 
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close to the norm of its representation provided n is 
big enough. 

We also note that, if II Pn/lin -7 11I11 for every I of a 
dense subset of X, then condition (2) is satisfied. 

Let us now consider a sequence {In} with In E X n, 
n = 1,2, "', by definition, we say that {In} converges 
to I E X if lim II In - Pn I II n = 0 as n -7 00. Corres­
pondingly, we call I the limit of {In} and write I = 
lim In as n-'> 00. 

Finally, aSSume that {Bn} is a sequence of operators 
with Bn E ffi(Xn) and that BE (P.,(X). We say that {Bn} 
converges to B if limn .... w B nP nl = BI for every I E X, 
Le.,if IIBnPnl - PnBIII-7 0 for every lEX. 

By starting from the preceding definitions, the following 
theorem can be proved on the approximation of a 
given semigroup in X by means of a sequence of semi­
groups in Xn (Ref. 4, Theorem 5.1, p. 900). 

Theorem 1: Let T be a linear operator of class 
S (M, (:lo) in X, and let Tn be of class S (M, (:lo) in X n , 

n = 1,2, "'; if 

lim R(A, T n)P nl = R(A, T)I 
n .... oo 

(3) 

for some A with ReA> f3 0 and for every I E X, where 
R(A, Tn) = (AI - T n)-l and R (A, T) = (AI - T)-l, then 

lim exp(t Tn)P n I = exp(t T)I (4) 
n .... oo 

uniformly in any finite interval of t ~ 0 (notations are 
those of Ref. 2, Chap. 9). Hence, the convergence of 
the sequence of semigroups generated by the Tn fol­
lows from the convergence of the resolvent operators 
R(A, Tn)' Of course, this convergence must be under­
stood in the sense. of the definition given a few lines 
above. 

As we shall see in the following sections, due to 
Theorem 1, a given initial-value problem may be ap-
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proximated by means of a suitable sequence of initial­
value problems. 

We conclude this section with the following perturba­
tion theorem: 

Thearem 2: Under the assumptions of Theorem 1, 
if 

lim BnFnf = Bf for every f E X, 
n->oo 

(5) 

where B. E m(x,.} and B E m(x}, then 

lim exp[t(Tn + Bn})Fnf = exp[t(T + B}]j, (6) 
n->oo 

provided that the Bn are uniformly bounded, i.e., 
II B nil.,;; N where N is a constant independent of n. 

In fact, let F = R(A, T}B, Fn = R(A, T n)Bn; since 
T E 9 (M, (3o) (Ref. 2, p. 485), we have that II Fn ll .,;; 
M11 Bn II (ReA - (30)-1. Hence, II Fn II .,;; 1 provided that 
ReA> (30 + MN and, consequently, 

IIR(l,Fn)ll.,;; (1-IIFnll)-1 
.,;; (ReX - (3o)/(ReA - (30 - MN). 

On the other hand, we have 

IIFnR(l,F)f-R(l,Fn)Fnflln";; IIR(l,Fn) 

x (Fn F - FnF n}R(l, F)jlln 

~ [(ReA - f30 )/ (ReA 

- (30 -MN}) II (Fn F - FnFn)glln -') 0, 

where g = R (1, F) f and where we used (5). 

Finally, by taking into account that R(X, T + B) = 
R(l, F}R(X, T}, R(A, Tn + Bn} = R(l, Fn}R(A, Tn}' we ob­
tain 

IIR(A, Tn + Bn}Fnf - FnR(A, T + B)fll n .,;; IIR(l, F,.} 

x [R(A, T n}Fn f - F nR(A, T)f)lln 

+ II [R(l,Fn)F. 

- FnR(l, F»)R(A, T}flln 

.,;; [(ReA - (3 0 )/ (ReA - f30 

-MN») IIR(A, Tn}Fnf - FnR(A, T)flln 

+ IIR(l, Fn} 

x FnqJ - F,.R(l, F)qJlln' 

R(A, T}g= (l/vp.)Jx exp[- (x/vp.}(x - y})g(y, p., v)dy, 
-a 

where qJ = R (A, T) f and ReA> f30 + MN. We conclude 
that 

limR(A, Tn + Bn)Fnf = R(X, T + B)f 
n--oo 

for any A such that ReA> (30 + MNj hence, due to 
theorem 1, (6) is proved. 

3. THE MULTIGROUP TRANSPORT EQUATIONS 

For the sake of simplicity, we shall consider the 
transport equation and the corresponding multigroup 
approximation in a homogeneous slab of thickness 2a 
surrounded by vacuum. Only a slightly more involved 
formalism is needed to study more complicated multi­
plying media. 

As in Refs. 6 and 7, the Banach space X is the set of 
all functions f = (X, jJ., v) which are integrable over 
the rectangle I x .,;; a, I p. I .,;; 1, 0 < vm .,;; V .,;; vM < + 

~,with norm 11 fll = J:M dv J~ djJ. fa If Idx. 
m 

The abstract version in X of the initial-value problem 
for neutron transport in the homogeneous slab reads 
as follows: 

du 
dt = Tu - Bu + JHu, t > 0, U E D(T) C X, (7) 

lim II u(t) - U o II = 0, U o E D(T), 
t->O+ 

(8) 

where u = u(x, jJ., v, t} is the neutron density, du/ dt is 
a strong derivative (Ref. 2, pp. 7 and 132), U o is a given 
element of D(T), the domain of the operator T. More­
over, T, B, J, and H are linear operators in X defined 
by the following relations: 

Tf = - jJ.V aa
f

, Hf = J:MH(vt v'}f(x, jJ., v'}dv', x 711 

+1 (9) 
Jf = i J f(x,jJ.',v)dp.', Bf=v'L,(v)f, 

-1 

where 'L,(v) is the total cross section and H(v, v') is a 
kernel whi~h takes into account scattering and fission. 
Finally, D(T) is the set of those elements f E X such 
that (a) Tf E X, (b) f(- a, jJ., v) = 0 if jJ. E (0,1), and 
(c) f(a, jJ., v) = 0 if P. E [- 1,0). It is easily proved 
that D(T) is dense in X. 

As it is well known (Ref. 8, p.113j Ref. 9, p. 1554), the 
resolvent R (A, T) has the form 

(10) 

= - (1/vp.) t exp[- (A/vp.}(x - y})g(y, jJ., v)dy, 
x 

provided ReA> 0 and g EX. Moreover,R(A, T) is 
such that 

II R (A, T) II .,;; l/ReA, ReA> 0 (11) 

(Ref. 9, p.1554). It follows that T E g(l, 0), (Ref. 2, 
p.485). 

Let us now consider the multigroup version of system 
(7) + (8). First of all, the velocity range V == [vm, v

M
] is 

divided into n subintervals Vj == [vj_1,Vj],j = 1,2, ••• , 
n, with Vo = vm and vn = vM. Correspondingly, the 
Banach space Xn is composed of all vectors 
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The abstract version in Xn of the initial-value prob­
lem for multigroup neutron transport reads as fol­
lows 

lim II w(n) (t) - w(n) II = 0 
t-+O+ 0 n , w~) E D(T n)' (13) 

where w(n) = (~~) is the multigroup neutron density 

vector, wo(n) is a given element of the domain of Tn' 
which is Clense in X n• Moreover, Tn' En' J n' and H n 
are matrix-operators, defined by the following rela­
tions: 

Tn=-{Vj-16ij}a:' I n ={6 i,j}J } 

Hn={Ki,j}' En = {b j 6i,j}, i,j=1,2, ••• ,n ,(14) 

where 6 .. is the Kronecker symbol and where the con-,,} 
stants b j and Ki,j are such that 

{inf[v~(v)], v E Vj} .. b j .. {sup[v~(v)], V E Vj} ) 

{inf[fi H(v, v')dv], v' E Vj} .. Ki,j ~ 

.. {sup JiH (v, v')dv, v' E Vj} ( 

.. (Vi - V i - 1 ) supH(v, v'), ) 

(15) 

where f.' dv = fv~i • dv and ~ (v) and JiH(V, v')dv are J, J, ,-1 
assumed to be bounded pointwise continuous functions. 

The resolvent operator R(A, Tn) is such that the jth 
component of the vector R(A, Tn)CP has the form 

[R(A, Tn)CP]j = IIV~ f exp(,~ ~ (x - Y»)CPj(Y, /1. )dy, 
r- r1 a r- r1 

/1. > 0, 

= __ 1_ fa exp L _A_ (x _ y)\ 
/1.V j-1 x \ /1.Vj-1 'J 

X cP j(Y' /1. )dy, /1. < 0 (16) 

provided that ReA> O. Moreover, we have 

II R(A, Tn II .. l/ReA, ReA> O. (17) 

It follows that Tn E 9 (1, 0) in X n• 

4. CONVERGENCE OF {R(A, Tn)} TO R(A, T) 

Let us now define the linear map P n from X to Xn as 
follows: 

CPj = CPj(x, /1.) = ~!(x, /1., v')dv', 

j = 1, 2, •.. , n. (18) 

Clearly,we have IIPn !lI n .. II!II. Hence, IIPn ll .. 1 
and P E <B(X, X n ). As far as condition (2) is concern­
ed, if j(x, /1., v) does not change its sign when x and Il 
are arbitrarily fixed and v runs over the interval [vm' 
vM),wehavethat IIPn !lI n = 1I!Ii,n= 1,2,···. 

On the other hand, let n be the set of all polynomials 
defined over the set {(x, /1., v): Ix I .;; a, 1/1.1 .;; 1, vm .. 
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v .;; vM}, and assume that p = P(x, /1., v) is a polynomial 
of degree m. It follows that p changes its sign m 
times at most as v runs over [vm' vM ], given any x and 
Il. Hence 

n 

0 .. E {h Ipldv' - I h p dv' I} 
j =1 

= E' L~ Ipldv' - I ~Pdv' I} .. 2mph(n), n '" m, 

where p = {max Ip(x,)..I,v)l, Ixl .;; a, 1)..11 .. 1,vm .. v .. 
vM }, h(n) = {maxhj,j = 1,2, "', n}, h j = Vj - v'-l and 
where E' is a sum extended over the m subintervals 
over which p changes its sign (given x and )..I). We con­
clude that condition (2) is satisfied by any g E il, pro­
vided that limn .... ooh(n) = O. 

We conclude that {Xn} together with the P n is a se­
quence of Banach spaces approximating X, since il is 
dense in X. 

In order to make use of the results of Theorems 1 
and 2 of Sec. 2, we are now going to prove that relation 
(3) is valid if T and Tn are given by (9) and (14). 

Given any g E X and assuming that A is any fixed 
positive real number, we have from (10) and from (16) 

[PnR(A, T)g]j 

= (I-Lv)-l ~dvL: exp(- ex/v)g(y, /1., v)dy, /1. > 0, 

[R(A, T n)P n g]j 

= (/1.V j_1t 1 L: dy exp(- ex/vj-1)h g(y, /1., v)dy, 

/1. >0, 

where ex = A(X - Y)/ /1. > O. It follows 

I[PnR(A,T)g-R(A,Tn)Png]jl = Aj 

.. (/1.vt1 hdv fX dy{exp (_~) \1 --~ 
-a V Vj - 1 

X exp[- ex(v:_
1 
-~)Ji'lg(Y'Il,v)I}, /1. >0. 

On the other hand, we have 

11- (v/v j - 1) exp{- ex[(1/v j - 1) - (l/v)]} I 
.. h/vj_1 + (v/vj -l)(l- exp{- ex[(1/v j _1)- (l/v)]}) 

since ex is positive and v E Vi' Hence, we obtain 

Aj .. (h//1.Vj-l)~dvL: exp(- ex/v)\g(y, /1., v)\dy/v 

+ (1//1.Vj_1)~dvf_: [exp(- ex/v) 

- exp(- ex/vj_1)]lg(y, Il, v)ldy. 

Integration with respect" to x leads now to the follow­
ing inequality: 

f_:AjdX" (2h(n)/Avm )h dv L: Ig\dy, /1. >0. (19) 

Since a similar inequality can be obtained if /1. > 0, 
from (19) it follows that 

IiPnR(A, T)g-R(A; Tn)Pngli n .. (2h(n)/Avm )\lgll. (20) 

We conclude that (3) is satisfied provided that 
limn .... ooh(n) = O. 
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5. CONVERGENCE OF {Bn} AND OF {JnHn} 

First of all, we note that {J n H n} and { B n} are uni­
formly bounded. In fact, we have 

n 1 +a I J+1 n I 
IIJnHncplin = ~lJ_1dIlJ_adX ~ -ldll''R1 Ki,jcp/X,Il') 

.:S HMllcplin 

and, in an analogous way 

where HM = (VM - vm){sup[H(v, v')]; v E V, v' E V} and 
bM = {sup[v~(v)], V E V}. Hence 

On the other hand, given any g E X, we have from (9) 
and (14) 

I [PnBg- BnPng]jl.:S ~Iv~(v) - bjl Igldv 

.:S k(n)~lgldv, 

where k(n) = max \<j<n ({sup[v~(v)], V E Vj} -
{inf[v~(v)], v E Vj}'. 

It follows that 

(22) 

As far as the sequence {JnHn} is concerned, we have 
+1 n 

I[PnJHg-JnHnPng]jl.:S ii1 dll'J;l Jidv'lg(x,jJ.',v')1 

+1 n 
X IfJ.H(v,v')dv-K .. 1 = ~J dll'L:1.dv' 

},l -1 i=l l 

X Ig(x, Il', v') 1·11. [H(v, v') - H}. ddv I, 
} , 
-

where Hj,i = IS,i/(Vj - vj -1). Hence, we obtain 

(23) 

where 

l(n) = max1"i<n[{SUP(~1 ~[H(V'V')-Hj'i]dV~' 
v' E Vi}]. 

From (22) and (23) it follows that {Bn} and {JnHn} 
converge to B and to JH, respectively, provided that 
limn--+ook(n) = 0 and limn .... o,,l(n) = o. 

6. CONCLUDING REMARKS 

If we put 

A= T-B +JH, An = Tn -Bn -JnHn, (24) 

from (20), (22), (23) and by using Theorems 1 and 2 of 
Sec. 2, we conclude that the sequence of semigroups 
{ exp(t An)} converges to the semigroup exp(t A) gen­
erated by A, provided that 

(a) limh(n) = 0, (b) limk(n) = 0, (c) liml(n) = 0, 

as n -'> co. (25) 
Let conditions (25) be then satisfied and assume that 
the initial multi group distribution w~r) on the right­
hand side of (13) is such that 

w(n) - P U o - n 0' (26) 

where U o is the exact initial distribution [see (8)]. On 
the other hand, the solutions of the initial-value prob­
lems (7) + (8) and (12) + (13) have the follOWing form 
(Ref. 2, p. 481): 

u = exp(tA)uo, w(n) = exp(tAn)wbn) = exp(tAn)Pnuo• 

Hence 

lim II Pnu - w(n) lin = lim II Pn exp(tA)uo 
n~~ n~~ 

- exp(tAn)Pnuolin = 0, (27) 

and, consequently, the sequence {w (n)} converges to 
the exact solution u, according to the definition of con­
vergence given in Sec. 2. In other wordS, the jth com­
ponent [Pnu]j = J~ udv of the representation in Xn of 
the exact solution is close to the jth component of the 
n-group solution w(n), provided n is large enough. 

Let us now discuss briefly the nature of conditions 
(25). The meaning of (25a) is clear: the amplitude of 
the largest subinterval must approach zero as n~ co. 
As far as (25b) is concerned, we observe that, if 
v~(v) is a continuous function of v E V, then v~(v) is 
also uniformly continuous. Hence k(n) ~ 0, provided 
that h(n) ~ O. Moreover, if v~(v) satisfies a Lip­
schitz condition 

Iv~(v)-v'~(v')I.:SL1Iv-v'l, V,v'EV, (28) 

where L1 is a positive constant, we have that k(n) "" 
L1h(n). 

Finally, let us consider condition (25c). If we assume 
that H (v, v') is continuous (and hence uniformly con­
tinuous) over the square V x V, it follows without dif­
ficulty that l(n) -'> 0 if h(n) ~ o. Moreover, if H(v, v') 
satisfies the following Lipschitz condition with res­
pect to the variable v': 

IH(v, v') - H(v, v') I.:SL 21v' - v'l, (29) 

where L2 is a positive constant, we obtain that l(n) .:S 

L 2(vM - vm)h(n). 

7. EVALUATION OF THE ERROR 

We are now going to evaluate an upper bound of the 
norm II Pnu - w(n) lin [see (27)]. With this aim in 
mind, we first observe that, by using some results of 
perturbation theory for linear operators (Ref. 2, 
Theorem 2.1, p. 495), it is not difficult to prove that 
A E 9 (1, f:l o) in X and An E 9 (1, f:l o) in X n, where f:lo = 
HM + bM• Moreover, the following inequality is valid 
(see appendix): 

II PnR(A, A) - R(A, An)Pn II .:S x(n), (30) 

where 
X<n) = (A - f:lot 2[(2Ah<n)/Vm) + k(n) + l(n)] (31) 

and A is an arbitrarily fixed real number, such that 
A > f:lo• On the other hand, a straightforward modifica­
tion of formula (2. 27~ of Kato (Ref. 2, p. 501) gives 

R(A, An)[Pn exp(tA) - exp(tAn)Pn]R(A, A)f 

= t exp[(t - s)An][PnR(A, A) - R(A, An)Pn] o 

x exp(sA)fds, (32) 
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where f is any element of X and A > f3 0 ' It follows 
from (30) and from (32), 

IIR(A,An)[Pn exp(tA) - exp(tAn)pn]R(A,A)lln 

~ t exp((3ot) x(n)llfll, for every fE X. 

Given now any g E D(A) = D(T), if we put f = 
(AI - A)g, then we obtain from (33): 

IIR(A,An)[Pn exp(tA) - exp(tAn)Pn]glln 

~ t exp((3ot)x(n)II (AI - A)gll, g E D(A), 

where D(A) = D(T) is dense in X. 

Furthermore, the following two inequalities can be 
deduced from (30): 

II exp(tAn)PnR(A, A)f- R(A, An) exp(tAn)Pnflln 

(33) 

(34) 

~ exp((3ot)x(n)llfll, (35) 

II Pn exp(tA)R(A, A)f - R(A, An)Pn exp(tA)flin 

~ exp((3ot)X(n) Ilfll, (36) 

where f is any element of X. 

By using (34)-(36), we get 

II [exp(tAn)Pn - Pn exp(tA)]R(A,A)glln 

"" X(n) exp«(3ot)[211 gil + t II(Al- A)gll], g E D(A). 

(37) 

Finally, assume that U o E D(A2) (which is dense in X, 
Ref. 2, p. 480) and put g = (Al - A)uo' It then follows 
from (37) 

II [exp(tAn)Pn - Pn exp(tA)]uoll n 

"" x(n) exp((3ot)[2 II (A I - A)uoll + t II(Al- A)2uo ll], 

U o E D(A2). (38) 

Inequality (38) gives us an upper bound of the error 
II wen) - Pn ull n as a function of t, X<n) and of the ini­
tial distribution uo' Moreover, the coefficient X( n) 

given by (31) is proportional to hen), provided that con­
dition (28) and (29) are satisfied. Finally, we observe 
that the parameter A, appearing on the right-hand 
side of (38), is an arbitrarily fixed frequency larger 
than (30' It is then reasonable to assume that A is a 
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APPENDIX 

From (24) it is not difficult to obtain the following re­
lations: 

R(A,A) = R(l, C)R(A, T), 

R(A,An) = R(l, Cn)R(A, Tn), ReA> (30' 

where 

C = R(A, T)[JH - B] E <B(X), 

C n = R(A, Tn)[Jfln - Bn] E <B(Xn) 

and where 

II R (1, C) II "" ReAl (ReA - (3 0 ), 

IIR(l, Cn)11 "" ReA/(ReA - (30)' 

Moreover, we have 

IIPn Cg- CnPnglln 

~ II [PnR(A, T) -R(A, Tn)Pn](JH -B)glln 
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provided that A > 130, 

Soc., Providence, R.I., 1957), vol. 31. 
4 H. F. Trotter, Pacific J. Math. 8,887 (1958). 

T. G.Kurtz, J. Functional Anal. 3, 354·(1969). 
H.J. Hejtmanek,J. Math. Phys.l1, 995 (1970). 

7 A. Suhadolc, J. Math. Anal. Appl. 35, 1 (1971). 
8 G. M. Wing, An Introduction to Transport Theory (Wiley, New 

York, 1962). 
9 A. Belleni-Morante, J. Math. Phys.ll, 1553 (1970). 



                                                                                                                                    

Local and Covariant Quantization of Linearized Einstein's Equations 
L. Bracci 

Scuola Normale Superiore, Pisa, Italy 
and 

/stituto di Fisica dell'Universita di Pis a 

and 

F. Strocchi* 
Department of Physics, Princeton University, Princeton, New Jersey. 

(Received 7 February 1972) 

An analysis is given of all the possible quantizations of the linearized Einstein equations in terms of a weakly 
local and/or covariant potential h~u(x). The discussion is done without making the apparently arbitrary choices 
which characterize the standard formulations, and special attention is paid in proving those general features 
which follow from basic principles and are therefore common to all local and/or covariant formulations. It is 
shown that the requirement of locality and/or covariance alone implies that the Einstein equations cannot hold 
as mean values on a dense set of states, and therefore unphysical states must be introduced in an essential 
way. Moreover, the requirement that the Einstein equations hold as mean values on the physical states forces 
the existence of states of negative norm in order to define h~u as a local and/or covariant operator. Thus the 
characteristic features of Gupta's formulation are shown to be shared by any local and/or covariant theory. 
The arbitrary choices which occur in the representation of the field operator h~, in the definition of the metric 
operator and in the choice of the subsidiary condition which identifies the physical states, are shown to lead 
to only a one-parameter family of theories. They can be classified according to the subsidiary condition 

(a~h~u + qauh~~) ''l' = 0, 

each q ,. - t identifying a possible theory. This arbitrariness, which makes the literature on the subject rather 
confusing, is resolved by proving that all the theories are (isometrically) equivalent. Such formulations are 
discussed in the framework of axiomatic quantum field theory, with particular emphasis on their group theoret­
ical contents. Finally, an extensive treatment of Gupta's formulation is given along the lines discussed by 
Wightman and Garding for quantum electrodynamiCS. 

1 INTRODUCTION 

The aim of the present paper is to characterize the 
possible quantizations of the linearized Einstein 
equations in terms of a weakly local and covariant 
potential hllv(x). An essential point of our analysis 
will be to avoid any choice or restriction on the 
theory, which might look arbitrary and therefore 
questionable. Our aim will be to discuss only those 
properties which follow from general principles and 
are therefore shared by any formulation of the 
theory. Of course, no commitment is made to parti­
cular gauge conditions so that the discussion is 
gauge independent. 

Special attention is paid in proving that very general 
and physically motivated assumptions already give 
rather strong restrictions on the theory and essen­
tially lead to the Gupta formulation. This shows that 
the characteristic features of the Gupta formulation 
are much more general than one might think. 

In Secs. 2-6 we will discuss the restrictions imposed 
by locality and/or covariance. It has been shown in 
a previous paperl that if the potential is defined as 
a weakly local and/or covariant operator, the lineari­
zed Einstein equations cannot hold not even in the 
weak form 

the metric operator 1) cannot be positive definite or 
semidefinite. 

As a consequence, the presence of unphysical states 
and the introduction of an indefinite metric appear 
unavoidable in a local and/or covariant theory. This 
suggests that a local and covariant quantization of 
the Einstein equations can be performed only along 
the lines indicated by Gupta. 3 

In Sec. 6 and 7 the arbitrariness involved in (i) the 
representation of the operator h

llv
, (ii) the choice of 

the metric operator 1), and (iii) the choice of the 
subsidiary condition, is discussed in detail. At first 
sight one might think that there are as many possible 
quantizations of the linearized Einstein equations as 
the possible choices (i)- (iii). We will show that 
actually the arbitrariness involved in (i)- (iii) can 
lead to only one parameter family of theories, as a 
consequence of general principles. The possible 
theories may be classified in terms of the parameter 
q which occurs in the subsidiary condition. 

R IlV (f )-1'0 = 0, (1) 

Finally, the relation between the possible theories 
parametrized by q is discussed. Since different 
values of q lead to different propagators, the arbit­
rariness in the choice of q has sometimes been a 
source of discussion in the literature. 4 As we will 
show in Sec. 9, even if the different theories have 
formally different properties, they are related to one 
another by a generalized isometry. This will be 
proved in a rigorous way by analyzing the Wightman 
functions and without making use of gauge transfor­
mations, whose mathematical meaning is not very 
clear. 

E,"IWP all Raf3vp(f)'I!o = 0 

('1'0 being the vacuum state). In the present paper we 
will first analyze how weakly the Einstein equations 
must be required to hold in order that the difficulties 
due to locality and covariance do no longer appear. 
Furthermore we will investigate the conditions im­
posed on the metric by the requirements of locality 
and covariance. Our analysis is performed in the 
framework of axiomatic quantum field theory2. The 
conclusion we will arrive at is the following: Local­
ity and covariance imply that the Einstein equations 
can hold only as mean values on a set of states which 
cannot be dense in the Hilbert space. Furthermore, 

1151 

In conclusion, without loss of generality as a conse­
quence of the previous results, a detailed discussion 
is given of the formulation corresponding to the 
Gupta subsidiary condition (q = - h The implica­
tions of the negative results of Ref. 1, in connection 
with the Gupta formulation are also discussed. 

2. BASIC DEFINITIONS 

We start by defining the problem we are going to 
discuss. Since we are interested in the Einstein 
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equations, the basic fields are the fields Rl'v o(x), 
which satisfy the following identities 5: P 

RAl'vp = - RI'AVp = RI'APV = RVPAI" 

R AVPO + R ApOV + R AOVP = O. 

We further assume that 

(2) 

(a) the fields R/lvpo(x) are defined as operator-valued 
(tempered) distributions in a Hilbert space H.6 

(b) There exists a "unitary"7 representation of the 
Poincare group {a, A} --7 U(a, A) in the Hilbert space 
H, and the fields RJ.Lvpo(x) transform as tensor fields 
under U(a, A): 

U(a, A) Rl'vpo(x) U(a, Afl 
= A-IaA-I BKI rA-I oR (Ax + a) 

/l v P ° aBro 

(c) There exists a state \}I ° (vacuum state) which is 
invariant under U(a, A): 

U(a, A)\}Io = \}1o. 

(d) The spectrum of the generators of U(a, 1) is 
contained in V+: 

V+ 0= {set of four vectors p such that p2 ? 0, pO ? o}. 

The above conditions are rather mild assumptions 
and are satisfied in the standard quantizations of the 
Einstein equations, like the Gupta formulation or the 
radiation gauge method. 8 

In order to simplify the discussion, we will work in 
the weak field approximation. In this case Rl'vpo(x) 
may be written in terms of lower order tensors h"v(x) 
= h Vj.I (x) (the gravitational potentials) in the following 
way5: 

R (x) = 1.(00 oaoB + 0 0 (jaoB J.Lvpo 2 v P I' a J.L a v p 

- OvOoO~(j~ - 0J.lap(j~O~)haB(X). 
= D a6h (X) - J.LVPO as 

Then, the quantization of the fields R/lvpo(x) reduces 

to the quantization of the fields h}lv(x). 

Corresponding to assumptions (a) and (b) we now 
make the following assumptions: 

(3 ) 

(a') The fields h}l)x) are defined as operator valued 
distributions in H, and \}Io is in the domain of h(f) 0= 

h j.lV (fjlV) for any test function fJ.Lv • 

(b') The fields h v(x) have the following transfor­
mation properti:s under the space-time translation 
group 

For a more detailed discussion of these assumptions, 
see Ref. 1. 

In the follOwing by covariant and/or weakly local 
theory we mean a theory in which we have 

U(a, A)h}lv(x)U(a, Ar1 = K}lIPA-Jo hpo(Ax + a) 

and/or 

(\}Io, [hl'v(x), hpo(Y )]\}Io) = 0 if (x - y)2 < o. 

J. Math. Phys., Vol. 13, No.8, August 1972 

We recall that the classical equations, whose quanti­
zation we are looking for, are the following ones: 

They are the Einstein equations in the weak field 
approximation in vacuum. 5 

3. WEAK LOCAL COMMUTATIVITY AND 
UNPHYSICAL STATES 

lt has been previously shown 1 that in a weakly local 
theory satisfying the assumptions (a)-(d), (a / ) and 
(b / ), one cannot have 

Then, if the theory must have any contact with the 
quantization of the Einstein equations, one is forced 
to have them satisfied at least in the mean. The 
weakest assumption one can make is to require that 
the Einstein equations are satisfied at least when one 
takes the mean values on the "physical" states. By 
"physical" states we mean the set Do of vectors 
which can be obtained from the vacuum state by 
applying polynomials in the smeared fields R(f) 0= 

Rjlvpo (fI'Vpo). Thus we assume that 

(4 ) 

where <1>, '.It E Do. 

lt is important to stress that Eqs. (4) are rather weak 
equations: As shown by the following theorem, they 
can be satisfied only in a proper subspace of H. 

Theorem 1: In a weekly local theory with the 
properties (a)-(d), (a / ) and (b / ), the set of "physical" 
states Do on which Eq. (4) holds in the mean cannot 
be dense in H. 

Proof: Let us assume that Do is dense in H. Then, 
by putting <1> = \}1o in Eq. (4) and by defining 

<1> = RlJv (fllV)\}IO, 

one would get 

(l}I, <1» = 0, 

where \}I runs over a dense subset of H. From this it 
follows 

(\}1o, h po 4» = 0, 

As proved in Ref. 1 this equation leads to a trivial 
theory. 

As a consequence of Theorem 1, one cannot hope to 
realize a local quantum field theory of the Einstein 
equations in a Hilbert space H in which the physical 
states form a dense subset of H. The unphysical 
states must be introduced in an essential way. If one 
denotes by Do the closure of Do, one has that H - 150 
cannot be empty. 

Moreover, one cannot expect that the unphysical 
states will play an irrelevant role. The presence of 
unphysical states is essential in order that hjlv(x) 



                                                                                                                                    

QUA N T I Z A T ION 0 F LIN EAR I ZED E INS TEl N 'S E QUA T ION S 1153 

be defined as a weakly local operator. As a matter 
of fact, one cannot hope to define hiJY (x) as a weakly 
local operator leaving Do invariant 

hiJy(fiJY)15o C Do· 

If this could be possible, one would get a Hilbert 
space Do in which the Einstein equations would hold 
in the mean on a dense subset of states. As discussed 
in the previous theorem, this would lead to a trivial 
theory. 

It is worthwhile to remark that the same results are 
obtained if, instead of weak local commutativity, one 
adds the requirements of covariance to assumptions 
(a)-(d), (a' ), and (b/ ). Indeed, in a covariant nontrivial 
theory one cannot have 9 

(lJIo,hpORl'ylJIo) = O. 

Thus the conclusions of the above theorem apply 
equally well. 

Then, the introduction of unphysical states is a neces­
sary step if one wants to define h iJY (x) as a weakly 
local andlor covariant operator. 

4. WEAK LOCAL COMMUTATIVITY AND 
INDEFINITE METRIC 

It has been shown that the Einstein equations can be 
written in terms of a weakly local gravitational 
potential h iJV (x 1 provided they are required to hold 
only as mean values on the "physical" states, which 
cannot be dense in H. One can strengthen the above 
result by showing that the equation 

(5 ) 

can be satisfied only in a Hilbert space equipped with 
indefinite metric. Thus W.L.C. not only requires the 
introduction of unphysical states, but also the use of 
an idefinite metric, as stated in the follOwing theorem. 

Theorem 2: A weakly local gravitational potential 
satisfying the Einstein equations in the weak form (5) 
can be defined as an operator valued distribution with 
properties (a)-(d1 (a' ), and (b' ) of Sec. 2 only in a 
Hilbert space with indefinite metric. More precisely 
Eq. (5) may be assumed to hold only if the product 
(, ) is defined as a sesquilinear form 

where ( , ) is the scalar product in H, and 'T/ is an 
indefinite Hermitian operator. 

Proof: Putting l}I = lJIo E Do and 4> = ~Y lJIo E Do 
in Eq. (5), we have 

If the metric is positive definite, Eq. (6) yields 

RiJVlJIo = 0 

and consequently 

(lJIo, hpoR/lv lJIo) = 0, 

which allows us to conclude that the theory is trivial, 
as discussed in the previous section. 

On the other hand, if 1/ ;;. 0, one may single out the 
subspace Hoe H conSisting of vectors with vanishing 
norm 

lJIEHO iff (lJI,lJI) =0. 

By Lemma 4 of Ref. 1, the following property holds: 

lJIEHO iff (4),lJI) = 0 V4>EH. 

Thus, Eq. (6) implies 

RiJVlJIo E Ho 

and, by putting 4> = hpolJlo, lJI = R/-IV lJIo in Eq. (5) one 
has again 

This implies that the theory is trivial. 

In conclusion, a quantum field theory of the Einstein 
equations can be formulated in terms of a weakly 
local potential h iJV (x) only if one is prepared to have 
unphysical states and indefinite metric as essential 
features of the Hilbert space in which the theory is 
defined. 

5. LORENTZ COVARIANCE AND INDEFINITE 
METRIC 

The results of the previous section can be easily 
extended to the case of a covariant theory in which 
the Einstein equations are required to hold in the 
mean. We have the following. 

Theorem 3: A covariant gravitational potential 
satisfying the Einstein equations in the weak form (5) 
can be defined as an operator valued distribution 
with properties (a/ ), (b/1 (c), and (d) of Sec. 2 only in 
a Hilbert space with indefinite metric. 

Proof: By the same technique used in the proof of 
Theorem 2, if T/ ;;. 0 one finds 

which, together with the assumption of covariance, 
implies that the theory is trivial. 

This result is not strictly connected with the request 
of having a theory of the Einstein equations. Indeed, 
if we add the hypothesis of weak local commutativity, 
we find that any covariant theory of spin two mass­
less particles must be formulated in a Hilbert space 
equipped with indefinite metric. 

Theorem 4: A field hiJv(x) describing massless 
spin-2 particles can be defined as a weakly local and 
covariant operator valued distribution only in a 
Hilbert space with indefinite metric. 

Proof: Let us assume that the metric operator 
may be semipositive (T/ ;;. 0). 

The two point function 

~vpcr = (lJIo' hiJy(x)hpcr(y)lJIo) 

transforms according to a representation of the 
Lorentz group 

(7) 
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Weak local commutativity implies that WjlVpo(x) can be 
regarded as the boundary value of a function WjlV 0 (z ) 
which is analytic in the extended tube '['; and thaf Eq. 
(7) can be analytically continued to complex A.10 

Thus, WjlVpo(z) yields a representation of the complex 
Lorentz group L+(C) and one may use the Araki-Hepp 
theorem ll to prove that WjlVpo(x) can be written in the 
following way9: 

n;;vpo (x) = (gll~ gvo + gy~ jlO )F 1 (x) + g jlvg poF 2 (x) 

+gjlVopooF3(x) +gpoojloVF4(x) + Op OoOvF 5(x) 

+ (gIlVOyOO +gvOojlop + gvP 0jl 00 + gjlOOy op)F6 (x), 

where Fi(x), i = 1, ... ,6, are Lorentz invariant dist-
ributions. Now, the invariant distributions are multi­
plied by independent tensors. 12 Thus, the analyticity 
of WjlY.p0(z) in '[', yields the analyticity in '[" of each 
invariant function Fi(x). This implies that each dis­
tribution .Fj(x) must satisfy weak local commutativity 

if X2 < O. 

Furthermore, since the field hjlY(x) describes mass­
less particles, it must obey the equation 

o hllv = 0, 

which implies 

o Fi = 0 

Hence we have13 

In view of the spectral condition, the integral is 
taken over the cone 

k 2 = 0, k 0 )0 O. 

As a consequence, we can write 

I\h(f)'I'oI12 = aJpO(O)~o(O) + bjd
3
k ~o(k)JpO(k) 

ko 

+ cljP/0)12 + d j~ IJIl/k) I 2 
o 

+ ejJ (k)k k jPO(k) d
3
k + j jkjlk,Jllv1r p d

3
k 

jl p 0 ko ko 

+ gjjjlV(k)fll 0 kvk/
3k + hjlkjlkvjjlV 12 d

3
k, 

ko ko 

where a, ... , h are suitable constants and 

j(k) = (2np J j(x)e ikxd4x 

is the Fourier transform of the test function. We may 
choose a test function with the following properties: 

AOO -w(k 2+k2 ) All A22 A33 
j 1 = 3e 0 , j 1 = j 1 = j 1 

-w(k 2 +k2) = eO, w> 0, 

whereas all the other components vanish: 

f¥ = 0, i ,,0 j. 
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Then we have 

I\h(f1)'ltoI1 2 = 12a + 6n(b/w) + ng(1/w2 ) + ~n h(1/w3). 

Hence, if 1) )0 0, a and h must be real and positive. On 
the other hand, by choosing 

j .... 01 _j .... 10 _j .... 02 _j .... 20 _/30 _ -w(k5+k2 ) > 0 
2 - 2 - 2 - 2 - 2 -e , w 

and the other components equal to zero, we obtain 

Ilh(j 2)'1'0112 ..; - 6a - 311(b/w) - ing(1/w2 ) + jl1h(1/w3), 

which requires a ..; 0, if 1) )0 O. Thus we must have 

a=O 

and consequently 

b = g = O. 

In conclusion we have 

where W;vpo does not contribute to the two-point 
function 

('lto,Ratlyo RAjlVP'ltO) = Datly~ D{'JvPO W(1)OT' 

The only contributing part is g jlvg po F 2; but the part 
of hjlv proportional to gjlY has no spin-2, and therefore 
D~~vph a T 'Ito cannot be a state containing a physical 
spin-2 particle. 

Thus the request of a positive or semipositive metric 
forces us to have a two-point function which cannot 
describe physical gravitons. It follows that a covar­
iant and local description of a spin-2 massless field 
by means of a potential hjlv (x) can be made only by 
using an indefinite metric. 

6. LOCAL AND COVARIANT QUANTIZATIONS OF 
EINSTEIN EQUATIONS 

According to the results of the previous sections any 
local and covariant theory must involve unphysical 
states and use an indefinite metric. These are the 
peculiar features of Gupta formulation, and in fact 
we will prove in this section that any local and covar­
iant quantization of Einstein equations reduces essen­
tially to Gupta formulation. 

To this purpose we start by investigating the charac­
teristic properties of any local and covariant quanti­
zation of Einstein equations in terms of the potentials 
hjlV (x). 

(0) From the previous sections, in order to have a 
nontrivial theory, hllv (x) may be defined as a local 
and covariant operator valued distribution only if the 
Hilbert space H is equipped with an indefinite metric. 
We denote by 1) the metric operator. 

(1) From Sec. 3 one knows that not all the vectors of 
H may describe physical states. 14 The identification 
of the vectors describing physical states may actu­
ally depend on the formulation of the theory, i.e., on 
the subsidiary conditions one chooses. In any accept­
able theory, however, the vectors of the form 
<P(R atlyo (jatlyo )>1-0' where <P is a polynomial in the 
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smeared fields Rcx.ay6(!'xi}Y6) and lIto is the vacuum 
state, may be given a physical meaning. Thus, inde­
pendently of the quantization procedure, the vectors 
belonging to Do, 

Do == {set of vectors of the form lIt == <P(R (f »lIto}, (a) 

are candidates to describe physical states. The sub­
sidiary condition must therefore be chosen in such a 
way that it is satisfied by vectors belonging to Do' 

(2) According to Sec, 3 the Einstein equations can­
not hold as weak equations (Eq. 1). They should how­
ever hold as mean values on the vectors of Do, i.e, 

(IIt,RllviP) = 0, 

where IJt and iP are vectors of Do' 

In particular, by taking lIt == RllviP one gets 

(~viP, RllviP) = o. ({3) 

Therefore, in any local and covariant theory the 
Einstein equations must yield vectors of zero norm 
when applied to vectors of Do' 

As we will see below the above conditions (a) and ((3) 
uniquely fix the possible formulation in a Fock space. 

As a first step, we define the Hilbert space as a Fock 
space 

where H ° = C and Hn is the set of the tensors of rank 
2n defined on the direct product of the momentum 
space cones and having the follOwing properties: 

iP"'lliVi, •. =iP"'Villi'" (8) 

iP ... Il .v .••• Il .v .... (·· ·k;,·· .k),·") 
,t J ) 

= iP· .. Il .v.· .. "'.v .... ( .. ·k).,·· 'ki ,"'), )) t t 

J
d 3k I d3kn 
- ···-iiP"'.v.··."'v i2 <oo. (9) ki!; k3 "n n 

The scalar product between two vectors 

iP == (iPo, iPI, ... ), lIt == (lIt 0, IJt 1, ... ) 

is defined as follows: 
00 

(iP, 1Jt) = ~ (iP n, IItn) 
n=O 

= f; 21TJd3kl 
n=O kfi 

Since the vectors of H have finite norm, 

lIt == (lIto,lJtl,"') EH 

if and only if 

(1Jt, <Is)=f) (IItn, IItn) < 00. 
n=O 

A representation of the Poincare group in the Hilbert 
space is given in the following way: 

= eiE kj.a AIli1 ••• Av~n iP~l" . ",,(K Ik l' ... , KIk n). 

The potential hllv(x) is assumed to be an operator 
valued tempered distribution on H. 

As proved in the previous sections, the arbitrariness 
in the quantization of Einstein equations may be only 
in 

(i) the representation of the operator h",v, 

(ii) the identification of the physical states by means 
of a subsidiary condition, 

(iii) the choice of the sesquilinear form 

(<1>, lIt) = (lJiP, lIt) 

in terms of which one has to compute .all the physi­
cally meaningful quantities like transition probabili­
ties, vacuum expectation values, etc. 

As we will see, conditions (a) and ((3) reduce this 
arbitrariness to a one-parameter family of subsi­
diary conditions, and all the corresponding theories 
are isometrically equivalent. 

A. Representation of h",v 

The most general way of representing hllv(x) as a 
covariant and local operator is the following 

(h(f)iP) = IItn, 

As a consequence of this definition and of the tensor 
character of the iP 1 s, h "'v (x) transforms covariantly 
under the Poincare group 

U(a, A)hllv(x)U(a, Aft = KaPK~ahpa(Ax + a). 

Furthermore, by using Eq. 10 it is easy to check that 
the following commutation rules hold: 

[hllv(x), hAp(Y)] = [a'{3'(g",AgvP + gvpgllA) 

+ 2(a'{3' + a{3' + 4a(3)gllvgAp]~(x -Y), 

~(x) = ~+(x) + ~-(x) = ~+(x) - ~+( - x). 

Thus hllv(x) is both local and covariant. 

B. Subsidiary Condition 

(11) 

Now we try to characterize the set of physical states 
Do by means of a supplementary condition. We note 
that if 

iP = RaBY6(ifaBY6)lJto, 

then the component of iP in the one-particle space is 
given by 

(12) 
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and <l>Jv satisfies the following condition: 

k <I> 1 Ilv + qk v<I> 1 0 = 0 
Il 0' 

where q is the solution of the equation 

{3' q + 4f3q + 13 = o. 

(13) 

(14) 

One may assume (3' "" 0, since, otherwise, Do would 
consist only of vectors describing scalar gravitons. 
Besides that, this choice is necessary if one wants 
consistency with the Einstein equations, as will be 
discussed in Sec. 11. 

Furthermore, one may fix the normalization of hllv in 
such a way that 13' = 1. Then Eq. (14) reduces to 

q + 4f3q + 13 = o. (15) 

This equation has no solution for q if 13 = - t, and, 
conversely, there is no solution for 13 if q = - t. The 
case q = - Hf3 = - t) is equivalent to the case f3' = 0, 
and will be discussed in Sec. 11. 

In a similar way, one may easily verify that each ten­
sor <l>n+1 in the representation 

<I> = <P(R(f»'l'o = (<1>0, <f>1, ••• ) 

obeys Eq. (13) for each pair of indices /Jill;. Thus, we 
have shown that aU the physical states are contained 
in the subspace H~ 

H~ == {<I>: <I> = (<1>0, <1>1, ••• 1 <l>n+1 obeys Eq. (13)} 

The subscript q will sometimes be omitted in the 
following. 

In conclusion, we take the equation 

k",<I>IlV'" + qkv<I>oo'" = 0 

as the subsidiary condition, identifying the subspace of 
"physical" states. 

c. Choice of the Metric Operator 

On the "physical" states, the most general form of 
a covariant metric operator not involving derivatives 
is the following: 

(fI<I»~ v "'n V .. 1 1 .. n n 

(16 ) 

where A', A are up to now indetermined parameters. 

Obviously we have 11 = fI+. As far as A' is concerned, 
we can exclude the case X' = 0, since then, from the 
equation 

(17) 

one would get 

(1 + 413)21 k pk)PO 12 = 0, 

Le.,f3 = - i, which is in contradiction with Eq. (15). 
Then, without loss of generality, we can put A' = 1. 

Using the definition of fI, it is easy to see that the 
Hermiticity of the observable fields RJ1I'PJ/IlVPO ), fixes 
the value of a': 

a' = 13' = 1. 

[Needless to say, Hermiticity as well as unitarity are 
defined with respect to the metric operator 11, 

('l', RAllvp <1» = (RXllvp'l', <1» = (RAJlVp'l', <1>1 

R+ - -1R* - R AIlVP - 11 AIlVP 11 - AIlVP' 

R:Jlvp being the adjoint of RAIlVP according to the 
ordinary scalar product in H. ] 

By using condition (13), one may show that there is a 
constraint between A and q. One has, in fact, 

.(RAO(fAO)'l'O>Jv == <l>Jv = kAkJl/>..v + kAkAkv.iAIl 

- (213 + 1 )gllvk pk Of pO' 
and condition (17) yields 

A = ([4f3(2f3 + 1) + 1]/[2(413 + 1)2]} = H8q2 + 4q + 1). 
(18) 

The case 13 = - i (or q = - i) is excluded as before. 
In conclusion we have 

Statement 1: In any quantization of Einstein 
equations in terms of a local and covariant operator 
hllv(x) satisfying conditions (a) and (13), the choice of 
the me tric operator cannot be made independently of 
the definition of hllv and the constraint is given by 
Eq. (18). 

Now we want to show an important property of 1] 

derived from the above equation. 

Statement 2: If 1] is such that II-\v'l' 112 = 0, then it 
is semipositive in the subspace H' defined by Eq. (13). 

Proof: For the sake of simplicity we restrict our­
selves to one-particle states. They obey the equation 

kll<l>IlV + qk V <1>0 0 = 0, 

which is convenient to explicitate in a frame of 
reference in which k Il = (k, 0, 0, k). In that frame 
N(<I»== ~llv<l>JlV ->..1<1>0 0 12, with A obeying Eq. (181 is a 
quadratic form 

N( <1» = L:; ailiz j' 

where z1 = <1>00, z2 = <1>33, Z3 = <1>11, Z4 = <1>12, 
and 

1 >.. ( 1 )2 /---+ -+1 
2 2q2 2q 

_l_( 1- + 1y + ~ -(2~ + 1) 0 
2 2q 4q2 

aij = 
_l + ~ _ (-.!. + 1)2 

2 2q 2q 

- (2~ + 1) 
l + ( -.!. + 1y - ~ -.!. + 1 0 
2 2q 4q2 2q 

-.!. + 1 2 0 
2q 

o 0 0 2 
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The eigenvalues of a ij are the following: xl = 0, 
X 2 = 0, and the roots of the equation 

x 2 - 2(1 + k)x + 4k - 2H= 0, 

H== (1/2q + 1)2, k = i-A/4q2 + (1/2q + 1)2. 

The conditions for the semipositiveness of the roots 
are 

A < 10q2 + 4q + 1, A .,; ~(8q2 + 4q + 1), 

which are both satisfied, since IIRjJv lJIo l1 2 = 0 implies 
Eq. (18). The conclusion is still valid also for q = O. 
In that case one has A = ~ and 

N(<1» = 21<1>1212 + ~1<1>11 - <1> 12 12 ;, 0, 

11<1>112 = 2rrjN(<1»d
3
k;, O. 

ko 
We conclude this section by showing that there is a 
connection between the parameter q(or A, or (3) and 
the parameter 0' occuring in the definition (10) of 
hjJv' This is a consequence of condition ({3). 

Theorem 5: If 1IRI!II lJIoll = 0, the Einstein equations 
hold as mean values in Do if 

q = - ~(1 + 20') (19) 

and, conversely, if Eq. (19) holds, the Einstein equa­
tions hold as mean values on H;. 

Proof: By taking a vector <1> E Do of the following 
form 

<1> = (0, <1>~v, 0, ... ), 

one has 

The above equation implies 

j d
3
k [(1 + 20')kpk ot <1>lJ -k k Ptll<1>jJl/ k po" jJ p 
o 

- k kpF <1>jJV] = 0 1/ JpjJ • 

Therefore one must have 

- ~(1 + 20') = q. 

To prove the second part, as 1/ ;, 0 in H' by statement 
2, it is sufficient to show that RIJ.I/H I 

C H" == {set of 
vectors of H' with vanishing norm}. It is easy to see 
that both the negative and positive frequency part of 
Rllv maps H' into H'. Therefore it suffices to see that 

<1>00 

<1>01 

<1>01 

.!. r- + ~ (<1>00 - <1>33) 
2 2q 

<1>02 

o 

The first of the above equations involving the negative 
frequency part is easily verified by remembering the 
definition of 1]: 

(~I/ + {3gllJo O)(tllv + (3gllVto 0) - A(l + 4(3)lto 0 12 = 0, 

tllv == kllk jpv + kVk jPIl _ gllVk k fApo p P po' 

For the positive frequency part we note that 

tllVlJI v + £lit olJl p = klllJl k jpv + kV'l! k jApll 
II 0 P IlV P 11" P 

_ kAkpjAP'l!T T - 20'kAkpjAP'l!T T 

= - (1 + 20' + 2q)kAkpj AP 'l!T T = 0, 

since'l! E H' 

Thus Rllv lJI E H" and this implies 

(<1>,R IlII 'l!) = 0, V<1>,lJIEH' • 

7. PHYSICAL STATES AND EQUIVALENCE 
CLASSES 

In this section we will further inquire on the struc­
ture of H; and arrive at a consistent identification of 
physical states. The first step is to identify those 
vectors of H; which cannot describe physically 
realizable states. This amounts to characterize 
those states of H' with zero norm. For the sake of 
simplicity we will discuss the one-particle states. 
The extension to many particle states is straight­
forward. 

Statement 3: The one-particle vectors of H; with 
vanishing norm have the form 

Proof: In a frame of reference in which k = 
(k, 0, O,k) we have, according to Eqs. (13) and (18), 

N(<1» = ~jJv<1>IlV - AI<1>p 01 2 = 1[1/2q) + 1](1/v'2) 

(20) 

x (<1>33 - <1>00) + f2 <1>1112 + 21<1>1212. 

The condition of vanishing norm is equivalent to the 
following equations: 

<1>12 = 0, [(1/2q) + 1](1;";2)(<1>33 - <1>00) 

+ f2 <1>11 = O. 

Then <1>IlV has the following form: 

<1>IlV = 
<1>02 0 ~ (2~ + ~ (<1>00 - <1>33) <1>02 

~(<1>00 + <1>33) <1>01 <1>02 <1>33 

and can be written as Here Fil is a tensor with components: 

FO = 1 + 6q <1>00 _ 1 + 2q <1>33 F1 _ <1>01 
~ ---aTiQ' - --r' 
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F2 = eII 02 F3 = _ 1 + 2q eII 00 + 1 + 6q e11 33 
k' 8kq ~, 

k Fa = 1 + 4q(eIIOO _ e1133) 
a 4q 

in the frame chosen above. The case q = 0 is not 
exceptional, since then eII oo = e11 33• 

In order to formulate a sensible theory of gravitation, 
we must be able to associate a vector of positive 
norm to a physical state, and to make the presence of 
unphysical states irrelevant. In this way we can com­
pute the physically meaningful quantities, according 
to the general laws of quantum mechanics. 

We may not identify physical states with vectors of 
H' -H", since this splitting is not Lorentz invariant. 
A state having no component in H" in a given frame 
of reference may acquire an unphysical component 
after a Lorentz transformation. Therefore one is led 
to introduce equivalence classes: All the vectors 
which differ only by their components in H" lie in the 
same class. One may then associate the physical 
states to the equivalence classes of the quotient space 
H' /H". This definition is Lorentz invariant since H' 
and H" are separately Lorentz invariant. 

One may define the norm of a physical state (Le., the 
norm of an equivalence class of H' /H") as the norm 
of a vector belonging to the given equivalence class. 
This definition does not depend on the choice of the 
vecwr in the equivalence class. In this way the norm 
of a physical state is clearly positive definite. More­
over, in H'/H" the Einstein equations are satisfied as 
a consequence of Theorem 5. 

8. SPIN CONTENT OF THE THEOlty 

The physical interpretation of the theory given so far 
may be further justified by a group theoretical 
approach. One may show, in fact, that the equivalence 
classes discussed in the previous section yield a 
representation of the Poincare group corresponding 
to massless particles of spin 2. 

The analysis of the problem from a group theoretical 
point of view will moreover strengthen the results of 
the previous sections by showing that an acceptable 
representation of the Poincare group can be obtained 
only in the quotient space H'/H". 

The representations of the Poincare group corres­
ponding to massless particles are usually characteri­
zed by the condition15: 

W2 = WIIWII = 0, 

where W
II 

is the helicity operator defined by 

WiJ = i EiJVpOM P. vp a 

NOW, in the space of symmetric tensors eIIl'''(x), the 
representation of the generators of the Poincare 
group is the following: 

(PlleII)pa = iollellpa(x), 

i (Mllvell)pa = (XII av - Xv all) eIIpa + g liP eIIva 

-gvpellllo + glloellvp -gvoellIlP' 

Therefore, in momentum space, in the case of vanish­
ing mass, the operators W

II 
and W2 act in the follow­

ing way: 
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(WII eII)PO (k) = - i( EiJ P BAkA~Bo + Ell oBAkA~fjp~ (21) 

(W2 e11)po:= 2k PkBeIIBo + 2kokBeII Bp - gpok"'kBellcxe 

- kPkaellT T. (22) 

The condition W2 := 0 becomes 

2kPkBell Bo + 2k OkBeIIBp- gpOkcxkBellcxB -kpk°ellT T= o. (23) 

By multiplying the above equation by kp one has 

kcxkBcIlCXB = 0, 

and therefore Eq. (23) implies 

In conclusion, the subspace of H on which W2 = 0 
coincides with the set of vectors satisfying the 
Hilbert Lorentz condition with q := - t. As it has 
been remarked (see also Sec. 6) these vectors cannot 
correspond to physical states and therefore one 
cannot identify H;~_1/4 with the subspace H' of 
"physical" states. This difficulty has no counterpart 
in quantum electrodynamics where the condition 
W2 = 0 does identify the subspace H' of "physical" 
states. 

Statement 4: In the Hilbert space H of symmetric 
tensors defined in Sec. 6 the condition W2 = 0, can 
be required only in the weak sense: 

W2H' C H". (24) 

Equation (24) is indeed satisfied for ell v E H;(q ~ 
l) I' 

-4· 

Equation (24) guarantees that the representation of 
the Poincare group in H' /H" corresponds to mass­
less particles. In order to complete the group 
theoretical analysis, one must discuss the eigen­
values of the helicity operator in H' /H", i.e., the 
spin content of the theory. 

The eigenvalue equation is the following: 

Ej;p/lykYell~ + Elio/lykYeIIg = i>...kllellpo + kpTlio 

+ kaTIiP - [(1 + 2q)/(1 + 4q)] gpokT~T' (25) 

The second term on the right-hand side is a vector 
of H" (q), whose general form has been already dis­
cussed in Sec. 7. The eigenvalue equation must in 
fact be solved in H' /H", Le., up to vectors of H". A 
detailed analysis of Eq. (25) gives the following. 

Theorem 6: The eigenvalue of the helicity 
operator in H' /H" are only 2 and - 2. 

Proof: The proof consists in showing that any 
tensor satisfying Eq. (25) with >...2 ~ 4 belongs to H", 
Le., the only eigenvector in H' /H" corresponding to 
>...2 ~ 4 is the null vector. 

Contracting Eq. (25) with gPO gives 

kPTiJp := iiAkiJ(l + 4q)ellpP. 

Substituting this result back in Eq. (25) and summing 
over the permutations I.L ~ P ~ (J ~ I.L and 
(J ~ p ~ I.L ~ (J yields 
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kp{Tf1O + Tall + iA[<I>lla - ~(1 + 2q) glla<l>/]} 

+ kll{Tap + Tpa + iA[<I>pa - ~(1 + 2q)gpa<l>TT]) 

+ kll {:z;,1l + TIlP + iA[<I>IlP - ~(1 + 2q)gllp<l>TT]) = o. 

This implies 

It is convenient to distinguish the following cases: 

(i) Case A = 0: By using the antisymmetry of Tpo , 
one obtains 

N(<I» = <l>Ap~AP - ~(8q2 + 4q + 1)1 <l>1l1l12 = O. 

Therefore <l>Il U E: H~' 

(ii) CaseA;toO: 

One may define a new tensor 

\}Jpa = <l>pa - ~(1 + 2q) gpo <1>11 11, 

which satisfies the following equation 

Equation (25) can then be written in the form 

[Note that WI'(gpaA) = 0]. 

(27) 

Splitting Tea in its antisymmetric and symmetric part 
[this last IS determined by Eq. (26 )], one has 

~kP(Tpa- Tap) == kPApa = tiAka\}JTT. 

After some calculations one finds 

KpApa=O=\}JTT 

and 
A({A2 - 1 )\}JST ¥IT = O. 

If A ;to 0, A2 ;to 4, then one can conclude 

Therefore <l>1l11 E: H; and the theorem is proved. For 
the details see Appendix A. 

9. EQUIVALENCE OF ANY LOCAL AND 
COVARIANT QUANTIZATION OF EINSTEIN 
EQUATIONS TO GUPTA FORMULATION 

In Sec. 6 we proved that all the possible quantizations 
of the Einstein equations by means of a local and co­
variant operator \v (x) can be classified according to 
the parameter q entering in the subsidiary condition 

kll<l>Il IJ '" + qku<l>IlI"" = O. 

Thus the arbitrariness in the definition of h I'll (x), in 
the choice of the metric operator 1) and in the sub­
sidiary condition reduces to a one-parameter family 
of possible subsidiary conditions characterizing the 
"physical" states. 

From a Hilbert space point of view the theories 
corresponding to different values of q are substan-

tially different. For example the manifold of 
"physical states" as well as the definition of the 
fields RAIlIIP are different for different choices of q. 

This arbitrariness has been a source of discussion4 

in the literature mainly because different values of q 
lead to different propagators. 

In this section we will eliminate this arbitrariness by 
showing that all the theories with q ;to - { are equiva­
lent, in a sense which will be made precise in the 
following. Before proving this statement we need a 
definition and a lemma. 

Definition 1: Let 1)1 and 1)2 be two Hermitian ses­
quilinear forms defined in the Hilbert spaces HI and 
H 2• An operator V: HI ~ H2 is called isometric with 
respect to the metric operators 1)1 and 1)2 if 

(1) The domain of V is the whole Hilbert space HI' 
and the range of V is the whole Hilbert space H 2 

(2) (V<I>, V\}J)ij2 = (1)2 V<I>, V\}J) 

= (<I>, \}J)1j 1 = (1)1 <1>, \}J). 

If 1)1 = 1)2 = 1) and H 1 = H 2, the above definition coin­
cides with the definition of unitarity of V with respect 
to the metric 1). 

Lemma 1: Let cp(x) and tJ;(x) be two Wightman 
fields defined in the Hilbert spaces H 1 and H 2' with 
cyclic vectors \}J01 and \}J02, and let the corresponding 
Wightman functions be defined in terms of the metric 
operators 1), and 1)2' respectively: 

W~ = (1)1\}J01' CP(x 1)··· CP(x n )\}JOl), 

W~ = (1)2 \}J02' tJ;(X 1)' .. tJ;(x n )\}J02)' 

If all the Wightman functions coincide 

W~ = W;, 'lin, (29) 

then there exists an operator V : H 1 ~ H 2 which is 
isometric in the sense of Def. 1. 

Proof: One may define the following mapping V: 

Since the vacuum states \}JOI and \}J02 are cyclic 
vectors, the operator V so defined has domain and 
range in the whole spaces HI and H 2' Moreover, it 
is easy to see that V acts linearly, and therefore 
defines a linear operator: HI ~ H2 • Finally, V is 
isometric according to Def. 1, as a consequence of 
Eq. (29). 

Theorem 7: The Wightman theories of the 
Einstein equations defined for different values of 
q(q '" - {) are all equivalent, Le., there exists an 
operator V relating the different theories, which is 
isometric according to Def. 1. 

Proof: Let hllll(x) be an operator valued distribu­
tion in H and let 

J. Math. Phys., Vol. 13, No.8, August 1972 



                                                                                                                                    

1160 L. BRACCI AND F. STROCCHI 

[q depends on the definition of h(f) via Eq. (18)]. 
Clearly H~ is a subspace of H and, therefore, is a 
Hilbert space. 

One can compute the two point function 

No, h IlV (fllv)h po (gPd)iI!o) 

= 211j[JIlV(k}gllv(k} - ~~P(k}g~ ~(k)] d;k. 
v 

The right-hand side is independent of q and therefore 
the two-point function is the same whatever the sub­
sidiary condition one chooses. Since we are working 
on a free field theory this result guarantees that all 
the Wightman functions are independent of q. 

Therefore, given two theories defined by the values 
q and q', all the Wightman functions coincide, 16 and, 
by Lemma 1 there exists an isometric operator V 
relating the two theories. 

It may be interesting to show explicitly how the var­
ious theories are related by the isometric operator 
V. In particular it is worthwhile to see how a theory 
defined by q '" - ~ is related to the theory corres­
ponding to q = - ~ (Gupta formulation, see Sec. 10). 

If hilV(x} is the potential in the q theory, one may 
define a local and covariant field h'v(x} in the follow-
. II 
mg way: 

h~v(x) = h~t + h~;, 
h~t = htv - {(1 + 2q)/[2(1 + 4q)]} gllvh-V-. 

h~; = h~v - ~(1 + 2q)gllvh~~. 

It is immediate to verify that h~v actually coincides 
with hllv (q = - h and the Hilbert space H~1/2 is given 
by 

In conclusion all the theories with q;c - ~ are iso­
metrically equivalent to the theory defined by q = 
- ~ corresponding to the choice made by Gupta. 

10. GUPTA FORMULATION 

Since all the theories with q '" - i are isometrically 
equivalent, it may be worthwhile to discuss the case 
q = - ~ in some detail, in connection with Gupta 
formulation. 

For the case q = - ~ the definition of hllv (x) is the 
following 

hllv(fIlV)iI! = (<1>0, <1>1, ••• ), 

<1>:1' "Un = ..f2i -In + 1 jd;: jJ1V(k }'I!:;~1" 'Vn (k, k l' ... , kn) 

+jij. t [~-v-(- kj } - ~gll v]~~] 
j=1 J J J J 

X iI!n-1 .......... Ik· • :ii'· .. } (30) 
1-''' 'I-'-v-"'Il v ~ 1> j • 

1 J ran .......... 

According to the discussion of Sec. 9 the symmetric 
tensor hllv(x) cannot describe only physical (spin-2) 
particles. In the classical theory the lower (0, 1) spin 
part of h J1V is eliminated by the subsidiary condition 5 

(31 ) 
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In the quantized theory this equation cannot be re­
quired to hold. In fact, if Eq. (31) is added to 

Dhllv = 0, 

we obtain the following operator equation 

RJ1V = O. 

As shown in Ref. 1 this is inconsistent with the prop­
erties of locality and/or covariance. Then one may 
require that Eq. (31) hold only as mean value on the 
"physical" states: a way to realize that is to require 
that Eq. 31) hold for the positive frequency part. 
More precisely, if H' denotes the set of "physical" 
states, one has 

ViI! EH'. 

This equation may be regarded as the condition which 
characterizes the "physical" states. It is not difficult 
to see that H', so defined, is the set of vectors <I> = 
(<1>0, <1>1, ••• ) for which 

kll<l>·~+v~" - ~kv<l>n+11l1l .•. = O. 

Thus H' coincides with the space H~1/2 discussed in 
Sec. 6, as one could have anticipated, since hllv(x} 
defined by Eq. (30) corresponds to the case q = - ~ 
of Sec. 6. Accordingly, the only possible choice for 
the metric 11 is the following one: 

(see the discussion in Sec. 6). The above definition of 
11 coincides with that given by Gupta. 

As a last check, we can verify that the commutation 
rules and propagator are the same as the Gupta 
formulation if evaluated in terms of hpv: 

[hllv(x), h~p (y)] = i(glluguP + g IlP gu~ - g Ilvg),) ~(x - y). 

In conclusion, there is no arbitrariness in Gupta for­
mulation except for the choice of q. All the other 
parameters of the theory, like the definition of h v or 
the choice of the metric operator, are uniquely Il 

fixed once q is fixed. 

Before closing on Gupta formulation, it is worthwhile 
to see how this local and covariant theory escapes 
the difficulties discussed in Ref. 1. The representa­
tion of the two-point function derived in Refs. 1 and 8 
for any local and covariant theory is indeed satisfied 
by Gupta formulation: 

N'o,hllu(x)RaByo(y}iI!o) = Hgllpgvo + gllogvP 

-gllugpo)[dydB6~6g + dado6§6 y - dady6§6g 

- dad66~Oy]~+(x - y). 

Then one has 

(iI! 0' hllv (x)R ay(y )wo) 

= - HdBdllguy + dBdvglly + dydugllB 
+ dyallguB)~+ '" O. 
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The essential point is that in Gupta formulation the 
Einstein equations do not hold as weak equations 

(W,R!'vWo) = 0, 'v'w E H 

(see Sec. 5 of Ref. 1), and therefore one cannot get the 
conclusions of Refs. 1 and 9. As a matter of fact the 
Einstein equations do not hold when applied to vec­
tors of H', but only as mean values on H'. This may 
be verified explicitly. Indeed, hilv(fllV)WO E H' only 
if a!,j!'v = O. In this case one has 

in agreement with Theorem 5 of Sec. 6. 

11. CASE q = - i 
In this section we will see why the case q = - t, cor­
responding to f3' = 0, must be excluded. The main 
reason is that it does not satisfy conditions (a) and 
(13). In fact, if we want to identify the "physical" 
states with the vectors belonging to H-l/4' one must 
define the negative frequency part of hilV(x) in such 
a way that 

Only if this condition is satisfied, the one-particle 
vectors of Do belong to H-l/4' i.e., correspond to 
"physical" one-particle states. In this case however 
one cannot have condition (13) satisfied. As a matter 
of fact, condition (13) is equivalent to require that the 
one-particle vectors of the form 

(RpoWo)!'V = - 2J3g!,v k pkoj PO 

have zero norm. This is possible only if the metric 
operator T/ is so chosen that all the one-particle vec­
tors of the form 

¢!'V = g!'vW 

have zero norm, and this in turn gives 

Therefore all the on-particle vectors of Do would 
have zero norm, a result which is clearly not accept­
able. In particular the above result shows that one 
cannot define a scalar theory of the Einstein equa­
tions by naively putting 

h!'v(x) =g!'vcp(x). 

There is also another way of seeing that such a 
scalar theory of gravitation cannot be based on the 
Einstein equations. In fact, in such a theory one 
should have 

(32) 

If we impose that the Einstein equations hold as mean 
values on Do we obtain 

(Dg!'v + 2a!, av )(og po + 2a p a o)(wo, cp(x)cp (y) wo) = o. 
. (33) 

The Wightman function 

is obviously translation and Lorentz invariant: 

W(x,y) = W(x - y) + W(A(x - y). 

Then Eq. (33) reads 

(og!,v + 2a!,a)(Dgpo + 2a pao)W = O. (34) 

Contracting with gpo we obtain 

(og!,v + 2a!, av)o W = O. 

The Lorentz invariant solutions of this equation are17 

ow = const. 

Then Eq. (34) implies 

and, consequently, 

W(x) = ax 2 + b. 

This leads to 

(Wo,RaB)'IiR!'vpoWo) = O. 

Therefore the resulting theory is trivial, and one can­
not hope to get a scalar theory of the Einstein equa­
tions. 
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APPENDIX A 

In this appendix we will give the details of the proof 
of Theorem 6. The equation to be discussed is the 
following: 

EilPBiy¢B 0+ EiloBykY¢B p = iMzil¢po + kp TilO + koTIlP 

- [(1 + 2q)/(1 + 4q)]gpakTTIlT' (A1) 

where T po was found to obey the equations 

and 
T po + Tap = iA[ ¢po - i(l + 2q)gpo¢T T] (A2) 

kPT/lp = iAkil i(l + 4q)¢p p' (A3) 

1. A = 0 

fiince Tea is antisymmetric, one can define a tensor 
TAT such that 

Then Eq. (A1) becomes 

EIlPBylkYcpB 0 - koTByl + E/loBy Iky¢B p - kpTBYI = o. 

By contracting with E ilOAT ,one gets 

3(kT¢Ap - kA¢Tp) - 6kpTAT + (1 + q)(kAgTP 

- kTgAp)¢/l/l + 2gTPkyTAY- 2gAPkyTTY = 0, (A4) 
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and by further multiplying by k T one obtains 

KArAT = t(l + 4q)kA¢~~., 

Finally, substituting this result in Eq. (A4) and con­
tracting with ¢>AP one has 

as anticipated in Sec. 8. 

2. ;\ ~ 0 

In terms of the tensor 

l/Jpo = ¢po - ~(l + 2q)gpo¢j!. j!.' 

Eq. (Al) becomes 

E~pBykrl/JB a + E~oBrkrl/JB p 

= i;\klll/Jpo + kpTj!.o + koTIlP' (A5) 

Contracting Eq. (A5) with k~ one gets 

kllTllo = O. 

If T po is split into its symmetric and anti symmetric 
part 

T po = ~(T po + Top) + i(T po - Top) = - ~i;\l/J po + A po , 

the antisymmetric part Apo satisfies 
(A6) 

(A7) 

Substituting Eq. (A6) in Eq. (A5) and contracting with 
Ej!.pAT yields 

_ 3(kTl/JAO -kAl/JOT) - ~lgoTkA -gAokTIl/J1l1l 

= i;\EIlPATk .1, 0_ ii;\EIlPATk '11 a Il'l'P p ~ 

+ EiJPAT(kpA Il a + kOA~p)' 

By exchanging a and T and summing one has 

3(t;\2 - l)(kTl/JAO + k Ol/J AT - 2k AOl/JOT) 

= i(2goTk A - gAok T - gATko)l/J1l 

(A8) 

+ EIlPAT(k A a + koA ) + E~pAo(k A T + kTA ), 
p Il ~p P Il Il{A9) 

where Eq. (A 7) has been taken into account. 

Contracting with E Aoa{3ka one gets 

3k a[lF 13k a Aao - iF ak oA So 

from which 

kaA Sa = O. 

This implies 

l/JT T = O. 

+ 2kTASa + kaAs T - kSAa T] = 0 

Then by contracting Eq. (A9) with E Aoa{3 one obtains 

- 3(t;\2 - l)EAoaskAl/JoT 

= 2kTASa + kaABT - kBAaT • (A10) 
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Subtracting Eq. (A9) from that obtained with the per­
mutation O! --7 T -) {3 --7 O! we have, taking into account 
Eqs. (A5) and (A6), 

k TA Ba - kSAaT 

= (t;\2 - l)(i;\kal/JBT - ~i;\kBl/JaT 

-~i;\kTl/JaB + kBAaT + kTA aB ). 

Finally, by contraction with 1f/ B T one has 

and the conclusion of Theorem 6 follows. 

APPENDIXB 

In this Appendix we will discuss the role played by 
Lorentz transformations in the theory. For the sake 
of definiteness, we will refer to the case q = - i. 
As a matter of fact, the role of Lorentz transforma­
tions is a bit different than in quantum electro­
dynamics. 

There, by a Lorentz transformation, one can always 
eliminate the unphysical (Le., belonging to H") part 
from a vector of H'. The analog for gravitation 
would be as follows. 

In a frame of reference in which Kj!. = (K 0 0 K), a 
vector of H' can be written in this way: 

m.j!.U _ 
'1'2 -

(~ ~11 ~12 ~) 
o ¢12 - ¢11 0 ' 

000 0 

i(cpOO + ¢33») 
¢Ol 

cpO 2 

¢33 

¢Ol ¢02 ~(¢OO + ¢33») 
o 0 ¢Ol 

o 0 ¢02 

¢Ol ¢02 ¢33 

Both ¢l and ¢2 belong to H', and ¢2 has zero norm. 
The physical part of ¢j!.u is contained in ¢~~ whose 
form makes it clear that there is no contribu-
tion from a vector tj;llv E H" , 

About the possibility of eliminating the unphysical 
part of ¢j!.u by means of a Lorentz transformation, we 
have the following. 

Statement 5: Given a vector ¢IlU E H', it is in 
general not true that it can be reduced to the form of 
¢IlU. However, in each equivalence class (~ H") 
th~re is always a vector which can be put into the 
form of ¢j!.u by means of a Lorentz transformation. 

1 
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Proof: To find a frame of reference in which ¢IlU 
has the form of ¢iv is equivalent to look for a time­
like solution of the equation 

(Bl) 

Indeed, if such a frame exists, v = (t 0 0 0) solves the 
problem, and conversely, if the solution of Eq. (Bl) is 
timelike, in the rest system of v Eq. (B1) is 

¢1l0 = 0, 

and then Eq. (13) of Sec. 6 with q = - ~ implies that 
¢Ilv has the form of ¢'1v • It is easy to see that Eq. 
(B1) has in general no solution. For example, if ¢IlV 

~ On leave from INFN, Pisa, Italy. 
1 L. Bracci and F. Strocchi, Commun. Math. Phys. 24, 289 (1972). 
2 A. S. Wightman, Phys. Rev. 101, 860 (1956); R. Streater and A. S. 

Wightman, peT, Spin and Statistics and All That (Benjamin, New 
York, 1964); A. S. Wightman and L. Giirding, Arkiv Fysik 28, 129 
(1964), 

3 S. N. Gupta, Proc. Phys. Soc. (London) A65, 161 (1952); s. N. Gupta, 
Rev. Mod. Phys. 29, 334 (1957); s. N. Gupta, Recent Developments 
in General Relativity (Pergamon, New York, 1962). 

4 For a discussion of the different subsidiary conditions and their 
connection with the spin of the virtual particles see V. 1. Ogievet­
sky and 1. V. Polubarinov, Ann. Phys. (N. Y.) 35,167 (1965). 

5 L. Landau et E. Lifchitz, Theorie du champ (Editions Mir, Moscou, 
1966). 

6 The choice of tempered distributions is not strictly necessary. 
On this point see Ref. 1. Also the spectral condition (d) below is 
here assumed only for simplicity. The discussion can be carried 
through without assuming it. 

" Unitarity is intended with respect to the metric operator 1) of the 
Hilbert space, on which no hypothesis is made. In this general 
case U is unitary if 

U*1)U = 1). 

is such that 

¢Ol = ¢02 = ¢13 = ¢23 = cp32 = 0, ¢OO = ¢33 7- 0, 

it has no timelike eigenvector with zero eigenvalue, 
and therefore cannot be transformed into the form of 
,f,IlV 
'1'1 • 

The second part of the statement is obvious, since in 
the same class of equivalence of ¢IlV one has also 

¢'IlV = ¢IlV + k~Fv + k V FIl, 

Fil = (- ¢oo/2k, 0, - ¢02/k, - cp33/k), 

and cp' IlV has the form of ¢iv• 

8 J. Schwinger, Phys. Rev.l30, 1253 (1963); R. Arnowitt, S. Deser, 
and C. W. Misner, Phys. Rev. 113, 745 (1959); 116, 1322 (1959); 
117,1595 (1960). 

9 F. Strocchi,Phys.Rev.l66, 1302 (1968). 
10 R. Jost, The General Theory of Quantized Fields (Amer. Math. 

Soc., Providence, R.I., 1965). 
11 K. Hepp, Helv. Phys. Acta 36,355 (1963). 
12 For example when the indices Il, v, p, D, are all different only 

a a va a a F6 survives. This implies that F6 must be analytic in 'f'. 
Similirly one can see that all the other invariant functions F j 
must be analytic in 'f'. 

13 S. Schweber, An Introduction to Relativistic Quantum Field 
Theory (Harper and Row, New York, 1964). 

14 By vector describing a physical state we mean a vector having a 
physical meaning. Here and in the following we will call them 
"physical" states. 

15 E. P. Wigner, Theoretical Physics (International Atomic Energy 
Agency, Vienna, 1963). 

16 Perhaps it is worthwhile noticing that, even if the two-point func­
tion can be calculated simply knowing the definition of the nega­
tive frequency part of h~v, the definition of the positive frequency 
part is by no means arbitrary. Indeed the request of locality and 
Hermiticity for the field h~u uniquely fixes the definition of h~v' 

17 F. Strocchi, Phys. Rev. 162, 1429 (1967). 

On the Reduction of the Generalized RPA Eigenvalue Problem 

Nazakat UUah and K. K. Gupta 
Tata Institute of Fundamental Research, Bombay 5, India 

(Received 4 February 1971) 

The 2n-dimensional eigenvalue problem, which arises when the random phase approximation (RPA) matrix 
is not real, is reduced to an n-dimensional eigenvalue problem. Some properties of the reduced eigenvalue 
problem are studied. A numerical example is considered for illustrative purposes. 

I. INTRODUCTION 

The random phase approximation (RP A) and the equa­
tions of motion method have been widely used l for 
calculating the vibrational collective states of nuclei. 
Because of the presence of both the particle-hole 
creation and destruction operators, one arrives at 
2n x 2n non-Hermitian matrix of the general form 

where the n x n matrices A and B are Hermitian and 
symmetric, respectively. 

From the early days of the RPA calculations,2 there 
has been considerable interest in reducing the 
2n x 2n eigenvalue problem 

(2) 

to an n x n eigenvalue problem. If the matrices A 
and B are real symmetric and the combination mat­
rices A + B, A - B are at least positive semidefinite, 
then such a reduction can be achieved by a method 
proposed by Chi,3 in which one constructs a lower 
triangular matrix. Due to the approximations which 
go into setting up the matrix C, the positive semi­
definite condition imposed on the matrices A + B, 
A - B may not be satisfied in practice. A more 
general approach for the case of real symmetric 
matrices A and B has been given by Ullah and Rowe.4 

In this approach no condition has to be imposed on 
the combination matrices A + B, A - B and only a 
symmetric matrix diagonalization is needed to re­
duce the 2n x 2n eigenvalue problem given by Eq. (2) 
to the following n x n eigenvalue problem: 

RX = w2X, 

where R is an n x n symmetric matrix. It will be 
real if one of the combination matrices A + B or 

(3) 
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Hermiticity for the field h~u uniquely fixes the definition of h~v' 

17 F. Strocchi, Phys. Rev. 162, 1429 (1967). 
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The 2n-dimensional eigenvalue problem, which arises when the random phase approximation (RPA) matrix 
is not real, is reduced to an n-dimensional eigenvalue problem. Some properties of the reduced eigenvalue 
problem are studied. A numerical example is considered for illustrative purposes. 

I. INTRODUCTION 

The random phase approximation (RP A) and the equa­
tions of motion method have been widely used l for 
calculating the vibrational collective states of nuclei. 
Because of the presence of both the particle-hole 
creation and destruction operators, one arrives at 
2n x 2n non-Hermitian matrix of the general form 

where the n x n matrices A and B are Hermitian and 
symmetric, respectively. 

From the early days of the RPA calculations,2 there 
has been considerable interest in reducing the 
2n x 2n eigenvalue problem 

(2) 

to an n x n eigenvalue problem. If the matrices A 
and B are real symmetric and the combination mat­
rices A + B, A - B are at least positive semidefinite, 
then such a reduction can be achieved by a method 
proposed by Chi,3 in which one constructs a lower 
triangular matrix. Due to the approximations which 
go into setting up the matrix C, the positive semi­
definite condition imposed on the matrices A + B, 
A - B may not be satisfied in practice. A more 
general approach for the case of real symmetric 
matrices A and B has been given by Ullah and Rowe.4 

In this approach no condition has to be imposed on 
the combination matrices A + B, A - B and only a 
symmetric matrix diagonalization is needed to re­
duce the 2n x 2n eigenvalue problem given by Eq. (2) 
to the following n x n eigenvalue problem: 

RX = w2X, 

where R is an n x n symmetric matrix. It will be 
real if one of the combination matrices A + B or 

(3) 
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A - B have all positive or zero roots and complex if 
both of them have negative roots. 

In the usual RP A and equations of motion calculations, 
the matrices A and B are almost invariably real and 
the above methods suffice to reduce the 2n x 2n 
eigenvalue problem to an n x n eigenvalue problem. 
However, recently it has been shown 5 that, due to the 
long range correlations of the residual two-body in­
teraction, one has to construct an intrinsically cor­
related RP A state from a given deformed Hartree­
Fock state. The projected states from an RPA cor­
related state are shown to be in much better agree­
ment with their experimental values than the ones 
which are obtained with no RPA correlations present. 
In such calculations one has to deal with the general­
ized RPA eigenvalue problem given by Eq. (2). The 
purpose of the present note is to show how to reduce 
the generalized 2n x 2n eigenvalue problem to an 
n x n eigenvalue problem. In Sec. II we carry out this 
reduction and pass on a couple of remarks on the re­
duced eigenvalue problem in Sec. III. For illustrative 
purposes anumerical example is presented in Sec. IV. 

II. DERWATION OF THE REDUCED EIGENVALUE 
EQUATION 

We follow the method of Ref. 4 and introduce two new 
vectors x and y which are related to the vectors Y 
and Z in the following way: 

x = Y + Z, (4a) 

y = Y-Z. (4b) 

From Eq. (2) it is easy to see that these vectors 
satisfy the following set of coupled equations: 

Mx + i1JY = wy, (5a) 

Ny - i~x = wx, (5b) 

where the matrices M,N, 1J are given by 

M = H (A + A*) + (J3 + B*)], (6a) 

N = H(A + A*) - (B + B*)], (6b) 

1J = (1/2i)[(A - A*) - (B - B*)]. (6c) 

Since A is Hermitian and B symmetric, it is easy to 
see from relations (6a), (6b), and (6c) that the mat­
rices M and N are real symmetric and that the mat­
rix 1J is real. Further, if A and B would have been 
real, the matrix 1J will be zero and the set of equations 
given by (5) is the same as the one given in Ref. 4 for 
the real case. 

Since the matrices M and N are real symmetric, we 
can diagonalize them by a real orthogonal transfor­
mation. If one of these matrices, say M, has all posi­
tive roots, we diagonalize it first by a real orthogonal 
matrix T, 

TMT=Md, ( 7) 

where M d are the eigenvalues of M, which are all 
positive. No such preference between M andN has 
to be made if both of them have negative eigenvalues 
and we can choose anyone of them, say M again, for 
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diagonalization. Applying this transformation to Eq. 
(5), we get 

N'y' - iij'x' = wx', 

where 

(8a) 

(8b) 

N' = TNT, 1J' = T1/T, x' = Tx, y' = Ty. (9) 

Eliminating x', y' between Eqs. (8a), (Bb), we arrive at 
the following reduced n-dimensional eigenvalue prob­
lem: 

[R - i~w - w2 lY" = 0, 
where 

R = MY2[N' - ij' M,?1J']MY2, 

t _ M l/2 [1J-'M-1 _ M-11JI]M1/2 
c,- d d d d, 

(10) 

(l1a) 

(lIb) 

(llc) 

It is easy to see from Eqs. (11) that if all Md are 
positive, then the n x n matrix R is real symmetric 
and ~ is real antisymmetric. If all Md are not posi­
tive, i.e., if both M and N have negative eigenvalues, 
then the matrices R and ~ will be complex symmetric 
and complex antisymmetric, respectively. For the 
case where both the matrices A and B are real sym­
metric, the reduced eigenvalue equation (10) becomes 
the same as Eq. (3), as it should be. 

In arriving at Eq. (10), we have assumed that none of 
the Md'S are zero. If some of the Md'S are zero, the 
dimensionality of Eq. (10) is further reduced, but its 
structure becomes more complicated. This does not 
happen in case of real symmetric matrices A and B, 
since the matrix 1J is then zero. 

m. REMARKS ON THE REDUCED EIGENVALUE 
EQUATION 

We would first like to show that the coefficient of w 
in the reduced eigenvalue equation (10) cannot be 
eliminated by a nonsingular linear transformation of 
the vectors y". To see this, let us write 

y" = Sx", ( 12) 

in Eq. (10) and multiply it from the left by S-1. This 
gives us 

( 13) 

The condition 

(14) 

will be satisfied only if the antisymmetric matrix ~ 
is zero. This shows that the coefficient of w cannot 
be eliminated by a nonsingular linear transformation 
of the vectors y". 

Since the matrix R is symmetric and ~ antisymmet­
ric, we can also write the eigenvalue equation (10) in 
the following form: 

(P - w)(P + w)y" = 0, (15) 

where the matrix P satisfies the relations 
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F -P = i~, 

PF =R. 

(16a) 

(16b) 

Since any nonsingular complex matrix can be written 
as a product of a complex symmetric matrix Sand 
an orthogonal matrix Q,6 we write P as 

P =SQ. 

Equation (16b) immediately determines S, 

S2 =R. 

(17) 

(18) 

If the dimensions of Q are not very large, then, using 
the parametrized form of the complex orthogonal 
matrix, we can determine it from Eq. (16a). We shall 
construct the matrix P for the numerical example, 
which we consider in Sec. IV . 

Since the eigenvalues w occur in pairs (w,- w), we 
can find them by determining the eigenvalues of the 
matrix P , for the lower dimensions where this mat­
rix can be easily constructed. 

IV. NUMERICAL EXAMPLE 

We would now like to consider a numerical example. 
Let us take the Hermitian matrix A to be 

( 
2 i) 

A= -i 2' 

and the symmetric matrix B to be 

The 4 x 4 eigenvalue equation (2) gives the following 
eigenvalues: 

1 D. J. Rowe, Nuclear Collective Motion (Methuen, London, 1970). 
2 V. Gillet and N. Vinh Mau, Nucl. Phys. 54,321 (1964). 
3 B. E. Chi, Nucl. Phys. 146A, 449 (1970). 
4 Nazakat Ullah and D. J. Rowe, Nucl. Phys. A163, 257(1971). 

WI = (~)1/4(...[3 + 1), w2 = - i(~ )1/4(..f3 - 1), 

The matrices M,N, TJ can be easily calculated and are 
given by 

TJ=( 00). 
-2 0 

The reduced 2 x 2 eigenvalue equation is given by 

(
-1 - w2 

-2iw 
2iw \ (Yi) = o. 
3 - w2) Y2 

As can be easily seen, it gives the same four eigen­
values, which were obtained from the 4 x 4 eigenvalue 
equation. The matrix P can be easily constructed in 
this case using Eqs. (16), (17), and (18), and is given by 

(
6\)1/4[(...[3 - 1) - i(...[3 + 1)] i(l"3 + i) \ 

P = (~)1/2(1-i...[3) (H)I/4[(...[3 + 1) +i(...[3-l)]}" 

The eigenvalues of Pare w 1> w2 • 

In our example all the eigenvalues w of the RPA mat­
rix C are Rot real. This is obvious if we use Thou­
less' theorem,7 which says that if the eigenvalues of 
the associated Hermitian matrix 

are not all positive, then all the w's cannot be real. 

We remark at the end that if the antisymmetric mat­
rix ~ is small compared to the symmetric matrix R 
in the reduced eigenvalue equation (10), then the effect 
of ~ can be calculated by perturbation approximation. 

5 Nazakat Ullah and K. K. Gupta, Phys. Letters 836,196 (1971). 
6 F. R. Gantmacher, The Theory oj Matrices (Chelsea, New York, 

1959), Vol. II, p. 6. 
7 D. J. Thouless, Nucl. Phys. 22,78 (1961). 

Conservation of Kinks and Spin in Nonlinear Quantum Field Theories 

J. G. Williams 
Department oj Mathematical Physics, University oj Birmi> "ham, Birmingham, England 
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Certain nonlinear field theories exhibit particle like structures called "kinks" that have fermionlike properties. 
This paper uses a Feynman path integral approach to show that, in the quantum theory, the number of kinks and 
the spin associated with them are both conserved quantities. 

1. INTRODUCTION 

It has been pointed out by a number of authorsl ,2 

that certain nonlinear classical field theories possess 
particlelike structures that are strictly conserved 
in number for topological reasons, irrespective of 
the particular dynamics of the system. Such struc­
tures are called "kinks." An example of a one-dimen­
sional theory that "admits" kinks is found by con­
Sidering the set of all mappings 3 Ci from the real line 
Rl into the circle SI, 

Ci:Rl--,>SI, 

subject to the boundary conditions 

Ci(X) --'> 0(mod27T) as x --'> ± co, 

where x E Rl. The field Ci can be represented by a 
narrow strip stretching from x = - co to x = + co, 
and a kink may then be pictured intuitively as a 27T 
twist in the strip. As a result of the boundary condi­
tions the number of kinks is strictly conserved in 
time. Skyrmel has generalized this theory to three 
dimensions by conSidering the set of mappings from 
three-dimensional space R3 into a 3-sphere S3. Thus 
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Certain nonlinear field theories exhibit particle like structures called "kinks" that have fermionlike properties. 
This paper uses a Feynman path integral approach to show that, in the quantum theory, the number of kinks and 
the spin associated with them are both conserved quantities. 
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that certain nonlinear classical field theories possess 
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tures are called "kinks." An example of a one-dimen­
sional theory that "admits" kinks is found by con­
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subject to the boundary conditions 
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where x E Rl. The field Ci can be represented by a 
narrow strip stretching from x = - co to x = + co, 
and a kink may then be pictured intuitively as a 27T 
twist in the strip. As a result of the boundary condi­
tions the number of kinks is strictly conserved in 
time. Skyrmel has generalized this theory to three 
dimensions by conSidering the set of mappings from 
three-dimensional space R3 into a 3-sphere S3. Thus 
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three angular variables, a 1, a 2' a 3' are involved. 
Alternatively,53 can be parametrized by four real 
variables cp , p = 1,2,3,4, whose squares sum to 
unity. Another three-dimensional example is pro­
vided by considering the set of mappings from R3 into 
the space 54,1 of general relativity.4 (This is the set 
of all 4 x 4 real, symmetric matrices of signature 1). 
Both of these three-dimensional theories have appro­
priate boundary conditions so that the number of 
kinks is conserved. Furthermore, it has been shown5 

for both these theories that it is possible to define 
wavefunctionals on the space of mappings that are 
doublevalued under 21T rotations. Following Finkel­
stein,2 such theories will be said to "admit spin" 
(or admit half-integer spin). 

Suppose that a field theory is given involving map­
pings cP from R3 into any manifold Y, 

and that appropriate boundary conditions are also 
supplied. We denote the set of such mappings by 
M(R3, Y). Furthermore, we assume that the theory 
admits both kinks and spin. Although the kink number 
is conserved in the classical theory, one might 
imagine that when the theory is quantized that quan­
tum jumps would be permissible from an n-kink state 
to an m-kink state, n ;t! m. Also, bearing in mind the 
way in which spin is described in such theories, one 
might imagine that in the quantized theory a state of 
half-integer spin might evolve into a state of integer 
spin. It is the purpose of this paper to point out that 
neither of these occurs and that both the kink number 
and the spin are conserved in the quantum theory. 

The proof of conservation given in this paper is 
stronger than that of Finkelstein and Rubinstein, 2 
which applies for the case of classical fields. 

2. CONSERVATION OF KINKS 

Consider the field theory defined by the mappings 
cP E M(R3, Y). Thus cp(x) E Y, where x is any point of 
R 3. In quantizing such a theory, let us suppose that 
the evolution of the system from an initial field con­
figuration CPa at a time t = t a to a later field con­
figuration CPb at a time t = tb is given by a Feynman 
integral over all possible paths 6 joining CPa and CPb' 
We use t to label the different mappings that occur 
along a path, and write cp(t): 

CP(ta) = CPa' 

CP(tb) = CPb' 
(1) 

We shall use cp(x; t) to denote the point of Y onto which 
x E R3 is mapped by the mapping cp(t) E M(R3, Y). 

An infinitesimal volume in M(R3, Y) will be represent­
ed symbolically by 

:D(cp) = N n dcp(x), (2) 
all x 

where N is a normalization constant, independent of cp. 
In terms of a sufficiently accurate finite-dimensional 
approximation to the space of the cp(x), the infinitesi­
mal volume element of Eq. (2) is a displacement­
invariant Haar measure. 7 As an example consider 
the three-dimensional theory of Skyrme in which 
three angular variables a1' a 2, a 3 are involved. 
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Writing I a I = [af(x) + a ~ (x) + a~(x) ]1/2, the infini­
tesimal volume element is given by 

:D(all a 2,a3 ) =N n [2(sintlal)/lal)2da1(x) 
all x 

x da 2(x) da 3(x). 

Let us now consider the kernel K(CPb' CPa; tb - ta) for 
the propagation from a field configuration CPa at a 
time t a to a field configuration CPb at a time t b' K 
must satisfy the following composition law: 

This can be expressed as an iteration of the propaga­
tion kernel for infinitesimal time differences At: 

K(CPb' CPa; tb - ta) 
M 

= J n K[cp(x; ta + mAt), cp(x; ta + (m -1)At); At] 
m"l 

M 

X n :D(cp(x;ta +mAt». 
m~l 

As At == (t b - t a )/M -'J 0, time assumes the role of a 
continuous parameter. 

Let D denote the metric on the manifold Y. Then a 
metric d on the space M(R3, Y) can be defined by 
writing 

d[CP1, CP2] = max D[CP1(X), CP2(x)], 
XER

3 

(3) 

where CP1' CP2 E M(R3, Y). This is a natural definition, 
for then the metric topology on M(R3, Y) coincides 
with the compact-open topology. Let CPa be a field 
with na kinks and CPb be a field with nb kinks, na ;t! n b• 
Because such fields are not homotopic, CPa cannot be 
joined to CPb by a continuous path. Since Eq. (1) is 
true, the path defined by cp(t) must have at least one dis­
continuity. It follows that there must be at least one 
value of t, call it t k' such that 

for any time interval At, no matter how small. To 
show that such a lower bound exists, let us suppose 
that it does not. Thus by letting At tend to zero, 
d[ CP(tk + t) - cp( tk)] can be made as small as possible. 
Hence 

max D[cp(x; tk + At) - cp(x; tk )] -'J 0 asAt -'J 0, 
XER 3 

.. D[cp(x; tk + At) - cp(x; tk)]-'J 0 asAt-'J 0 for all x, 

cp(x; tk + At) -'J cp(x; tk) as At -'J 0 for all x. 

However, cp(x; tk) is an na-kink field and cp(x; tk + At) 
is an nb -kink field, and such fields cannot be con­
tinuously deformed into each other. Hence contradic­
tion. Hence the metric d between two fields of dif­
ferent kink number has a lower bound. 

Consider the factors making up the product in Eq. (3). 
According to Feynman's prescription, the infinitesimal 
propagation kernel has the form 

K[cp(x; ta + m!:it), cp(x; ta + (m - l)!:it); !:it] 

= A-1 exp(iL[cp,;P }!:it), (4) 
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where L is the Lagrangian of the system. For non­
linear field theories there is some difficulty in in­
terpreting i:p and~. Symbolically, we "define" 

cp =: Mcp(x; ta + mt:..t) + cp(x; ta + (m -1)t:..t)], 

~ =: (t:..t)-l[cp(X; ta + mt:..t) - cp(x; ta + (m -1)t:..t)]. 

For Skyrme's theory cp would involve terms like 

C(CPp) is a function of the fields at time ta + mt:.. t. For 
a physical field theory, t~e Lagrangian should con­
tain a term quadratic in cp, and thus the infinitesimal 
propagator of Eq. (4) will contain terms like 

and in particular it will contain a term for which 

As t:..t ~ 0 there will always be such a term, and, since 
the metric connecting fields across the discontinuity 
has a nonzero lower bound, the argument of the ex­
ponential will tend to infinity, thus giving a rapidly 
oscillating term that will cancel out any contributions 
to the propagator of Eq. (3). Thus if the fields CPa' CPb 
contain a different number of kinks, 

3. CONSERVATION OF SPIN 

Schulman 8 has pointed out that the path integral in a 
multiply connected space has complications owing to 
the fact that paths in different homotopy classes can­
not be continuously deformed into each other. He 
showed that while the partial probability amplitude 
K8 for a transition involving only paths in homotopy 
class (3 may be obtained by performing the path in­
tegration over all paths belonging to this class, the 
total probability amplitude K involves a sum of the 
K8 with unknown weight factors: 

K = L; i\ «(3)K8. (5) 
8 

It has been shown by Laidlaw and DeWitt9 that the 
i\ «(3) must form a scalar unitary representation of 
the fundamental group of the space. The space that 
we are considering is M(R3, Y). The fact that we are 
assuming M (R 3 , Y) to admit spin means that the 
fundamental group 1Tl (M(R3, Y» equals Z2' the group 
of integers modulo 2: 

(6) 

Thus i\ «(3) takes on only the values ± 1. 

Let CPb' CPa E M(R3, Y) be 1-kink mappings. Denote the 
total amplitude for transition between CPa at time ta 
and CPb at time tb by K(CPb' CPa; tb - ta). Now for the 
theory to admit spin we need more than Eq. (6). Let 
us suppose that a path from CPa to CPb ,labeled by time 
running from ta to tb , belongs to homotopy class 1. 
We shall write the partial probability amplitude cor­
responding to such paths as K(CPb' cP;; tb - ta)' Using 
Eq. (6), we can rewrite Eq. (5) as 

K(CPb' CPa; tb - ta) =: K(CPb' CP;; tb - ta) -K(CPb' cP;; tb - ta)' 

Similarly, if CPb is reached by a path which involves 
rotating CPa through 21T and then following a path of 
homotopy class 1, then we shall write R 2n cp} in the 
partial probability amplitude. For the theory to admit 
spin, it must be shown that 

for all CPa E M(R3, Y). Of course, if this is true, it 
follows that 

R 2n CP; =: CP; 
and 

K(CPb,R 2lf CPa; tb - ta>=: -K(CPb' CPa; tb - ta>. (7) 

We wish to show that if Eq. (7) holds for a particular 
state K(CPb' CPa; tb - ta) of the system, then it holds for 
any state K(cpc' CPa' tc - ta) into which the system may 
evolve. That is to say, we wish to show that spin is 
conserved. (Clearly, CPb and CPc must be fields cor­
responding to an equal number of kinks.) 

Let Eq. (7) be true for a particular CPb E M(R3, Y) and 
let CPc be any member of M(R3, y) containing the same 
number of kinks as CPb' First of all, consider an in­
finitesimal time change tb ~ tb + ot. Since this can­
not bring about a flip in sign, Eq. (7) implies 

By constructing a continuous sequence of such small 
time differences, a finite time difference can be built 
up, and it follows that 

K(CPb' R 2 If CPa ; to - ta) =: - K(CPb' CPa; to - ta)' 

Suppose that an amplitude K(cpc' CPa; tc - ta) is given. 
We can choose to such that to < tc' By the composi­
tion law for Feynman integrals 

K(cpc' CPa; tc - ta) 

=: J K(cpc' CPb; tc - to)K(CPb' CPa' to - ta) ~(CPb); 
K(cpc,R 2lf CPa; tc - ta> 

=: JK(cpc' CPb' tc - to)K(CPb,R 2lf CPa' to - ta)~(CPb) 
= - J K(cpc' CPb' tc - to)K(CPb' CPa' to - ta)~(CPb) 
=: -K(cpc' CPa' tc - ta)' 

which is the desired result. 

4. SUMMARY 

This paper has explained how, in a nonlinear quantum 
field theory, the number of kinks and the associated 
spin must both be conserved quantities. Conservation 
of kinks was proved by showing that the transition 
amplitude between states of different kink number in­
volved only discontinuous paths whose contribution 
was zero. The conservation of spin was shown to be 
a natural consequence of the composition law for 
Feynman integrals. 
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The thermodynamic limit of a classical system with many-body interactions and under the influence of an ex­
ternal potential is investigated for the canonical ensemble. By scaling the external potential to a sequence of 
domains which are isotropic expansions of an initial domain confining the system, it is shown that the canonical 
free energy per particle has an infinite system limit. Moreover, by restricting consideration to internal inter­
actions which have the property that separated groups of particles have negligible mutual attractive energy as 
the system becomes infinite, it is proven that the free energy per particle limit is precisely the free energy per 
particle obtained by minimizing the integral f[cpp + f(p, il)] with respect to all properly normalized functions 
p(r}. cP is the external potential;f(p, ill is the free energy per unit volume for a uniform system of density p and 
inverse temperature il. The only technical complication is the above-mentioned restriction on the allowed in­
ternal interactions. It is demonstrated that there exists a wide class of many-body interactions which have the 
required separation properties. The simplest example is a two-body interaction which includes a hard core. 

1. INTRODUCTION 

We shall consider a classical system specified by a 
Hamiltonian of the form 

(1.1) 

where Un(x 1> ••• ,x n) is an n -particle interaction po­
tential and cf>(x) is a single-particle external potential 
dependent on a position variable x. Let cf>(x) be de­
fined on a bounded domain A contained in Euclidean 
space. The interaction and external potentials may 
depend on other internal coordinates having a fixed 
bounded range, but these coordinates will make no 
essential change in our analysis. We assume that the 
potential Un (x 1> ••• , Xn) is symmetric in the variables 
Xi and that Un is translationally invariant. 

For n particles confined to the domain A, the canoni­
cal partition function is 

Z(A, n, (3, cf» = (21T m/ j3)3n/2 Q (A, n, {3, cf», (1. 2) 

where Q (A, n, (3, cf» is the configurational partition 
function given by 

Q(A, n, {3, cf» = n\ In dx l" ·dxn • A 

The free energy per particle is given by 

- ({3-1/n) In Z(A, n, {3, cf». 

(1. 3) 

(1. 4) 

In order to obtain a well-defined infinite system free 
energy per particle for a nonuniform system given 
by (1. 1), it is necessary that we consider a sequence 
of external potentials {(A, cp)} where each potential is 
paired with one member of an expanding sequence of 
domains {A}. We shall define the thermodynamic 
limit as follows. Let CPo be defined on a domain Ao. 
Then for each n 2: no for some positive integer no, we 
define a sequence {(A, cp)} by 
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A = {x Ix = (n/nO)l/3y, Y E: AO} (1. 5) 
and 

cf>(X) = CPo(y) where y = (no/n)l/3x , all x E: A. 

The domains of the sequence defined by (1. 5) satisfy 
the constraint 

(1. 6) 

where V(A) denotes the volume (Lebesque measure) 
of A. The configurational free energy per particle is 
given by 

- {35'(A, n, (3, CP) = n- l InQ(A, n, (3, CP), (1. 7) 

and we shall say that the thermodynamic limit exists 
if the sequence {5'(A, n, {3, cf»} converges for the se­
quence {(1\, CP)} defined by (1. 5). 

As required for the existence of the thermodynamic 
limit of uniform systems, we assume that the inter­
action Un is stable and tempered. l Then cP == 0 on 1\ 
gives that 

(1. 8) 

where f(p) is a convex function defined on an interval 
O:s p:s Pcp.2 The function f is also a concave func­
tion of (3 -1, but we will not be concerned with this de­
pendence. For the sequence (1. 5), we have the result 

V(1\)-1J e-Bq,ex)dx = V(1\ )-1 J e-B<I>oex)dx 
A 0 11.0 

(1. 9) 

for all n 2: no if the integral on the right exists. Then 
for the case that Un == 0 for all n, the sequence {5'} 
converges. In the general case, we can show that the 
sequence {5'} is bounded since the stability condition 

Un (x 1 , ••• ,x n )2:-bn (b>O) (1.10) 

which holds for all (x 1> ••• ,x n) and all n gives 

lim inm 2: - {3-1[1 - Inpo + {3b 
n 

+ In(V(A)-lJ e-B<I>exldx)]. (1.11) 
A 

With the restriction 0 < Po < Pcp, we obtain 
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1. INTRODUCTION 

We shall consider a classical system specified by a 
Hamiltonian of the form 

(1.1) 

where Un(x 1> ••• ,x n) is an n -particle interaction po­
tential and cf>(x) is a single-particle external potential 
dependent on a position variable x. Let cf>(x) be de­
fined on a bounded domain A contained in Euclidean 
space. The interaction and external potentials may 
depend on other internal coordinates having a fixed 
bounded range, but these coordinates will make no 
essential change in our analysis. We assume that the 
potential Un (x 1> ••• , Xn) is symmetric in the variables 
Xi and that Un is translationally invariant. 

For n particles confined to the domain A, the canoni­
cal partition function is 

Z(A, n, (3, cf» = (21T m/ j3)3n/2 Q (A, n, {3, cf», (1. 2) 

where Q (A, n, (3, cf» is the configurational partition 
function given by 

Q(A, n, {3, cf» = n\ In dx l" ·dxn • A 

The free energy per particle is given by 

- ({3-1/n) In Z(A, n, {3, cf». 

(1. 3) 

(1. 4) 

In order to obtain a well-defined infinite system free 
energy per particle for a nonuniform system given 
by (1. 1), it is necessary that we consider a sequence 
of external potentials {(A, cp)} where each potential is 
paired with one member of an expanding sequence of 
domains {A}. We shall define the thermodynamic 
limit as follows. Let CPo be defined on a domain Ao. 
Then for each n 2: no for some positive integer no, we 
define a sequence {(A, cp)} by 
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A = {x Ix = (n/nO)l/3y, Y E: AO} (1. 5) 
and 

cf>(X) = CPo(y) where y = (no/n)l/3x , all x E: A. 

The domains of the sequence defined by (1. 5) satisfy 
the constraint 

(1. 6) 

where V(A) denotes the volume (Lebesque measure) 
of A. The configurational free energy per particle is 
given by 

- {35'(A, n, (3, CP) = n- l InQ(A, n, (3, CP), (1. 7) 

and we shall say that the thermodynamic limit exists 
if the sequence {5'(A, n, {3, cf»} converges for the se­
quence {(1\, CP)} defined by (1. 5). 

As required for the existence of the thermodynamic 
limit of uniform systems, we assume that the inter­
action Un is stable and tempered. l Then cP == 0 on 1\ 
gives that 

(1. 8) 

where f(p) is a convex function defined on an interval 
O:s p:s Pcp.2 The function f is also a concave func­
tion of (3 -1, but we will not be concerned with this de­
pendence. For the sequence (1. 5), we have the result 

V(1\)-1J e-Bq,ex)dx = V(1\ )-1 J e-B<I>oex)dx 
A 0 11.0 

(1. 9) 

for all n 2: no if the integral on the right exists. Then 
for the case that Un == 0 for all n, the sequence {5'} 
converges. In the general case, we can show that the 
sequence {5'} is bounded since the stability condition 

Un (x 1 , ••• ,x n )2:-bn (b>O) (1.10) 

which holds for all (x 1> ••• ,x n) and all n gives 

lim inm 2: - {3-1[1 - Inpo + {3b 
n 

+ In(V(A)-lJ e-B<I>exldx)]. (1.11) 
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With the restriction 0 < Po < Pcp, we obtain 
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lim sup~::s Pi/ f(po) - (3-1 In(V(A)-1 J e-8 <1>(x)dx). 
n A (1. 12) 

2. THE THERMODYNAMIC LIMIT 

In this section, we shall establish three main theo­
rems. We begin with some terminology. A step po­
tential cP r (simple function) of r steps defined on A is 
a function of the form 

r 

CPr (x) = ~ aiCAP (2.1) 
i=1 

where the ai are real constants, {AJr=1 is a partition 
of A into r disjoint subdomains such that their union 
equals A, and CAi is the characteristic function of each 
Ai' We also require that each Ai has a connected in­
terior and that V(Ai) ---7 00 in the Fisher sense for 
each i = 1,. ", r as n ---7 00. 3 A sequence {(A, CPr)} of 
step pot~mtials is obtained from some initial step po­
tential as defined by (1. 5) so that 

V(Ai)/V(A) = Wi (i = 1, ... , r) (2.2) 

holds for all n 2: no, where each Wi is a fixed constant. 
On each A the supremum norm of cf> is defined by 

Ilcpll = sup I cf>(x) I = 11cf>011. (2.3) 
A 

Now, if CPo is the uniform limit of a sequence of step 
potentials defined on Ao' then CPr ---7 cP equiuniformly on 
each A as r ---7 00. Then for each r the norm II cP - cf>r II 
defined over A by (2.3) is a constant for all n 2: no' 

We obtain an important property: 

Lemma 2.1: Let CPr ---7 cP uniformly on A. Then, 
for every E > 0, there exists an s such that 

I ~(A, n, (3, cp) - ~(A, n, (3, cP r) I ::s E (2.4) 

holds for all n 2: no whenever r > s. 

Proof: Given E > 0 there exists an s such that 

(2.5) 

holds for all n 2: no whenever r > s. Hence 

e- 8E>l Q(A, n, {3, cp)::s Q(A, n, {3, CPr)::S e 8€nQ(A, n, (3, cp) 
(2.6) 

holds for all n and gives (2.4). 

We continue by defining a class of interactions Un 
which yield the result that the thermodynamic limit 
exists for step potentials. Let E donote three-dimen­
sional Euclidean space. The domains A are bounded 
subsets of E. For i = 1, ••• , r let Xi = (x 1, ••• , X n ), 

t 
where Xi E: Eni. We denote X = (Xl>'" ,Xr), where 
X E En and ~;=1ni = n. With X = (xl>' •• ,xn) the in­
teraction potential can be decomposed as follows: 

r 

Un(X) = ~Un.(Xi) + Wn(X1 , ••• ,Xr), (2.7) 
i=1 t 

where ~;=1 ni = n and where 'It n(X l' ... ,Xr) repre­
sents the mutual potential energy of r collections of 
particles having n i particles in the collection Xi' For 
X = (x l' ••• , x n) the notation x E Xi with n i 2: 1 will 
mean that x is one of the components x l' .•• , X n' In 
case n i = 0, then Xi is a null point and has no com­
ponents. We shall say that an interaction is asympto­
tically additive if the following holds. 

Definition 2.1: For each integer r 2: 2: 

(i) Temperedness: There exist positive constants, w, 
A, and R 0 independent of r such that 

l>Jin(xl>'" ,Xr ) l::swn 2 /d3 +
A (2.8) 

for all n whenever d > R 0' where d = min{ D(Xi ,X j) I 
n i , nj , 2: ~,i ~ j} ~n.d ~here D(XHX;) = inf{ Ix - x' II 
X EXi,X EX}, t,J -1, ... ,r. 
(ii) Let {A i }[=1 be a disjoint partition of A satisfying 
(2.2) such that each Ai has a connected interior and 
V(A i ) ---7 00 in the Fisher sense as n ---700. Define for 
each R 2: 0 a sequence of sets 

n R = {(xl>' •• ,xn) E Anjlxi -xjl 2: R if i ~ j; 
i,j=1, ... ,r}. (2.9) 

For every E> 0, there exists an N(E) and sequences 
{R} and {A} (as functions of n) with lim A = + 00 such 
that 

Un(X)2:-nh+nA if XEAn-nR 
and 

>Ji n(Xl> ••• ,Xr)2:-En if XEn R 

whenever n> N(E) and Xi E A~i, i = 1, .. • ,r, with 
~;=1 ni = n. Part (ii) of Definition 2.1 can be stated 
in another form without reference to the sets {n R}' 
For every (X 1, ••• ,Xr) = X 

W n(X l' ••• ,Xr) < - En implies Un(X) 2: - nh + nA 
(2. 10) 

whenever n> N(E) and Xi E A7 i (i = 1, .•• , r) with 
6;=1 n i = n. 
The condition (2.10) has the effect that groups of par­
ticles confined by different wall-less containers (the 
subdomains Ai) in contact will have negligible mutual 
attractive energy as the containers become infinitely 
large. Asymptotic additivity will give the result that 
the free energy per particle associated with accumu­
lations of particles near the boundaries of the sub­
domains Ai is negligible in the thermodynamic limit. 
For positive and tempered interactions we can take 
n R = An for all n and satisfy Definition 2. 1. Hence the 
class of asymptotically additive interactions is non­
empty. 

Theorem 2.1: Let Un(x 1 , ••• ,xn ) be stable and 
asymptotically additive. Then the sequence {~(A, n, (3, 
CPr)} converges for a step potential CPr' Furthermore, 
if cP is the uniform limit of a sequence of step poten­
tials defined on A, then the thermodynamic limit exists 
for cpo 

H cP is the uniform limit of a se<{Uence {CPr} of step 
potentials, the convergence of {~} is an immediate 
consequence of Lemma 2. 1. After stating our second 
main theorem, we shall return to the proof of Theorem 
2.1 in Sec. 4. 

Let f(po) be the free energy per unit volume assoc­
iated with the thermodynamic limit of a uniform sys­
tem determined by an asymptotically additive inter­
action Un(xl>" .,xn). The functionf(po) is continuous 
and convex on an interval O::s Po < pcp. We define a 
convex functional 

F(p) = 1. J f(p(x»dx n A 
(2. 11) 
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on all density distributions p(x) defined and integrable 
on A. For cP integrable on A we let 

(CP, p) = ~ J CP(x)p(x)dx. n 11. 
(2. 12) 

Two norms we will use are 

Ilpll=su~lp(x)1 and IlpI11=~J1I.Ip(x)ldX. (2.13) 

Let cP be the uniform limit of a sequence { CPr} of step 
potentials of form (2.1). We will write 

r 

Pr (x) = L; Pie 11.. 
i=l t 

(2. 14) 

for the same partition {AJ;=l which determines CPr on 
A. For each r we define a special set of density dis­
tributions on A: 

(2.15) 

Let L denote the real normed linear space of all 
bounded Lebesque measurable functions on A with un­
iform norm 11-11. The space L is a Banach space. Let 

S = {p ELI Ilpll < pcp} 
and 

D=UD 
r r 

(2. 16) 

(2. 17) 

be the closure of Ur Dr in L. With these definitions 
we obtain 

Lemma 2.2: The convex functional F is contin­
uous in S n domF with respect to the uniform norm. 

The proof of Lemma 2.2 follows directly from the 
uniform continuity of f on every closed subinterval of 
[0, Pcp), The next two theorems identify the thermo­
dynamic limit. 

Theorem 2.2: Let cP be a uniform limit of step 
potentials on A. Then 

lim n'(A, n, (:l, CP) = inf{( cP, p) + F(p)} 
n Dns 

(2.18) 

when nV(A)-l = Po < Pcp' 

One should note that if cP is a step potential CPr, then 
the infimum in (2.18) is taken over Dr n S. Our last 
main theorem is 

Theorem 2.3: Let the interaction Un (xl, ••• , x n) 
be stable and asymptotically additive. Let cP defined 
on A be a step potential or the uniform limit of a se­
quence of step potentials defined on A. Then 

limn'(A, n, (:l, cp) = inf{(cp, p) + F(p) IIIpl11 = 1} (2.19) 
n 

when nV(A)-l = Po < Pcp' 

In the next section we give some examples of asym­
ptotic ally additive interactions and in the following 
sections prove the main theorems. 

3. ASYMPTOTICALLY ADDITIVE INTERACTIONS 

We indicate now criteria under which interactions con­
structed from pair potentials are asymptotically addi­
tive. A pair potential cJ>(x) is a symmetric and bound 
below measurable function. The interaction is given 
by 
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Un (x 1> ••• , x n) = ~ ~ cJ>(Xi - Xj)' (3.1) 
i "j 

Interactions for which'll n(X 1> ••• ,Xr ) is always non­
negative are the first examples of asymptotically addi­
tive interactions. 

Proposition 3.1: (a) If cJ>(x) 2': 0 all x and (b) there 
exist positive constants w, ~, and R 0 such that 

I cJ>(x) I ::s w/ Ix 13+>" (3.2) 

if Ix I 2': R o, then Un is stable and asymptotically addi­
tive. 

For pair potentials we shall always assume that part 
(b) of PropoSition 3.1 holds. Then the interaction 
(3.1) will be tempered. 

Proposition 3.2: (a) Hard core: There exists R 1 > 
o such that q,(x) = + 00 if Ix I < R 1 and (b) there exists 
b > 0 such that 

n b 
L;q,(x i )2':-- (3.3) 
i=l Rr 

holds for all n and all (x 1, ••• , X,.) with I Xi - x·1 2': R 1 

for i "" j, then (3. 1) is stable and asymptotically addi­
tive. The proof of Proposition 3.2 will be delayed and 
given as a special case of the following. 

Proposition 3. 3: (a) Let a, c, and R 1 be positive 
constants such that 

q,(x) 2': C/ Ix I ct 

iflxl<R 1• 

(3.4) 

(b) Suppose there exists a constant b > 0 such that for 
every R > 0 

t cJ>(x
i
) 2': _ ~ (3.5) 

i=l R3 

holds for all n and all (x l' .•• , x n) with Ix i - x·1 2': R 
for i "" j. Then there exists sufficiently large & such 
that the interaction (3.1) is stable and asymptotically 
additive. 

In particular, condition (3.5) will hold if there exists 
a positive decreasing function q, o(t) on [0,00) such 
that 

JooocJ>o(t)t 2dt < 00 and cJ>(x) 2': - q,o( Ixl) 

for all x. (3.6) 

Ruelle has shown that interactions satisfying (3.6) 
and (3.4) with a > 3 are superstable. He has also 
shown that interactions satisfying (3.3) are stable. 
We shall now prove asymptotic additivity for the Pro­
pOSitions 3.2 and 3.3. 

Proof: Temperedness is assumed so that we need 
only show that part (ii) of Definition 2. 1 holds. Ob­
serve that there is a largest constant b > 0 such that 
q,(x) 2': - band Un (x 1> ••• , Xn) === - nb as well as (3.3) 
and (3. 5) hold. Let r be a fixed positive integer and 
let {Ai };=1 be a disjoint partition of A with V(A i ) -7 + 
00 in the Fisher sense as n --7 00 , i = 1, ..• , r. Let 
oAi denote the boundary of Ai' Then, by the regularity 
of each Ai' there exists a boundary region Bi C Ai 
each i and a divergent sequence {d} such that 
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V(B) V(A)-l ----) 0 and n/ d3+A ----) 0 as n ----) (() 

where 

B = U Bi and Bi = {x E AiID(x, 3A i ):::: d} 
i4 

for i == 1, ... , r. 

Here D(x, 3A i ) is the distance between x and the 
boundary 3A i • For Proposition 3.3 we restrict con­
sideration to partitions of A which satisfy 

V(A) ,,-6 / V(B)" ----) (() as n --) (() (3.7) 

for some a. If V(B) = V(A)/i with 0 < li < 1, then the 
condition (3.7) will occur. We define 

Q R = {(xl'" .,X,,) E An Ilxi - Xjl ~ R if i ~ j}. (3.8) 

Given E> 0, we shall construct sequences {R} and {A} 
with limA = (() such that 

n 

Un (X) ~ - n b + nA if X E An - Q R 

and 
lJ! n(X 11 ••• , X r) ~ - nE if X E Q R 

where 

X = (Xl' ••• ,Xr) with Xi E A7 i (i = 1, ... ,r), 

r 
L:; ni = n whenever n is sufficiently large. 
i=l 

Let Xi = (Xi - Yp Y) where Yi E Biki for 0:::: k i :::: np 
i = 1, ..• , r. The points of Xi not in Bi are Xi - Yi • 
Now the mutual potential can be decomposed as 
follows: 

r-1 r 

lJ! n(X 1, ••• , Xr ) = L:; L:; L:; L:; cI>(X - y). (3.9) 
j=l yEXj i=j+1 XEXi 

For X E QR' we have 

(3.10) 

which gives 

r b 
L:; L: L; cI>(x - y) ~ - kj -3 (3.11) 

yElj i=)+1 XEXi R 

for (j = 1, .•. , r - 1). Temperedness gives that 

(3.12) 

From (3.11) and (3.12) we obtain 

(3.13) 

where k =6;=1 k i • 

II X E An - QR for R :::: R l' then Ix j - XI I < R for 
some j and l with j ~ l; and 

Un(X) ~ - 2bn + c/R" 
since 

n 

(3. 14) 

L:; cI>(x l - Xi) 2: - (n - 2)b + cI>(x z - x). (3.15) 
i=1.i"'l 

If R 1 is the hard core distance, then X E An - Q R with 
R :::: R 1 implies Un (X) = + ((). Now there exists a con­
stant c 1 > 0 such that c /R 3 is an upper bound for the 
maximum packing density of spheres of radius R/2. 
Let c1 > 0 be such that for all R > 0 

k/ V(B) > c /R 3 implies X 4: QR' 

Let the sequences {R} and {A} be determined by 

R-6 = (bc 1 )-1(E -wn/d3 + A)[n/V(B)] 
and 

c/R" = n(A + b). 

Note that limA == + (() by condition (3.7). 

Now suppose that 

for X E Q R' Then (3.13) implies that 

(3.16) 

(3.17) 

k/V(B) > (R3/b)[E -wn/d3+A ][n/V(B)] = c 1/R3, 
(3.18) 

which implies X 4: QR (if n sufficiently large) a con­
tradiction. For hard cores we can take the sequence 
{R} to be a constant sequence R = R 1 all n and {A} 
can be any divergent sequence of positive numbers. 
Let N(E) be such that 

E> wn/d3 +A (3. 19) 

if n> N(E); then (3.16), (3.17), and (3.18) hold. This 
completes the proof of the propositions. 

4. THERMODYNAMIC LIMIT FOR STEP 
POTENTIALS 

In this section we shall prove Theorem 2.1. Let CPr 
be a step potential defined on A as given by (2.1). 
The associated disjoint partition of A is {AJ;=l' The 
configurational partition function (1. 3) defined for CPr 
has the following expansion: 

Q(A, n, {3, CPr) = 
n

1 
+ .•. + nr:::: n 

xJ 
r n. 
IT Ai' 

;=1 

(4.1) 

with notation X == (Xl'" "Xr)' We now define a se­
quence of functions Fr .n of an r-dimensional vector 
variable by 

Fr n(P r) = - {3 -1 ~ In (0 -.!, J e-BUn (x) dX l' •• dXr), 
. n i=l ni. r n. 

IT A·' 
i=l • 

(4.2) 

where for each n the domain Dr n of F,. n is the finite 
set of all .. 

Pr =(P1'·"'Pr ) 

such that 

pj=n/V(Ai) forO:::: n i :::: n, i=I, ..• ,r, (4.3) 

and such that 
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r 

(4)r' Pr ) = PcFE wiaiPi' (4.5) 
i~l 

We further define 

'Jr~n = iJJf {(4)r,P r) + Fr.n(pr)}. 
r.n 

(4.6) 

Since Dr•n is a finite set, there exists, for each n, a 
P~.n E Dr.n at which (4.6) assumes its minimum. 
Then 

(4.7) 

Now the sum (4.1) is comprised of less than (n + l)r 
distinct nonnegative terms so that by factoring out a 
largest term from this sum we obtain the inequality 

Therefore, the thermodynamic limit for an external 
step f0tential CPr exists if and only if the sequence 
{ 'J* of minima converges. To prove that the se-r.n 
quence (4.7) converges, we shall need the next pro-
position which will utilize the properties of asympto­
tically additive interactions. We first give some de­
finitions. 

We define another convex function of an r -dimensional 
vector variable by 

r 

Fr(Pr) = Pel ~WJ(Pi) 
i~1 

(4.9) 

where the domain of this function is all P r = 
(P1""'P r) with OSPi< Pcp' i= 1, ••. ,r. For the 
norm 

iiPrii = sup ipii (4.10) 
i4 ..... r 

the closure of the union UnDr.n is the set 

{(p1, ••• 'Pr)I~WiPi= Po, Pi~ 0, i= 1, ••• ,r}{4.11) 

The set (4.11) is a compact subset of r-dimensional 
Euclidean space and is identical to Dr except for re­
presentation (isometrically isomorphic to Dr)' 

We shall further restrict the interaction Un by requir­
ing that the 'uniform free energy per volume f(p) which 
is a continous function on the interval [0, Pcp) be lower 
semi-continuous on the closed interval [0, Pcp]. If Pcp 
= + 00, then stability of the interaction gives 

lim inff(p) = + 00 
p .... Pcp 

since 

f(p) ~ p(Inp -1- (3b)/{3. 

(4.12) 

(4.13) 

Then f is lower semicontinuous as required. When 
the interaction has a finite hard core packing density 
P the free energy f may not satisfy the condition 
(4:i2). However, if (3 > 0 and Pcp> 0 are finite, then 
we can define f(p) = + ex> for p:> P;p. In the case that 
the interaction has a finite hard core packing density, 
we shall restrict our considerations to those which 
have a free energy functionf satisfying (4.12). By 
defining E:,.(P r) = + ex> if IiPr ii ~ Pcp, then Fr is lower 
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semicontinuous. The importance of the condition 
(4.12) will become clear in what follows. 

Proposition 4.1: Let Un(xv ••• , xn) be asymptoti­
cally additive. Let {Pr .n} be a sequence with Pr .n E 

Dr .n for each n such that 

Pr •n ~ P r as n~oo. 

Then 
lim Fr n(Pr n) = Fr (p r)' (4.14) 

n' • 

Proof: Let the disjoint partition {AJ £=1 of A, the 
boundary regions Bi C Ai' and the sequence {d} be as 
previously defined. We define 

n i ", i-I-' i n - n. e Z i 1. (p . A ) - - tl-1 Vi(A )-1 I (1 1 -8Un .(Xi )dX.) 
. nil Ai Z 

(4. 15) 
for each n, where Pr.n = (P1 n' ••• , Pr.n) and Pi.n = 
ni/V(Ai) for i = 1, .•• , r. So that by applying temper­
edness we obtain 

r 

Fr Jpr n) S p(l L; w; fn(P; n; Ai - B i ) + wn/ d3+A, (4.16) 
" i=1 • 

where 

wI = Wi - V(Bi)/V(A) and 

P;.n = Pi.n(1 - V(B;)/V(A i))-1 (4.17) 

for i = 1, ••• , r. From the thermodynamic limit for 
uniform systems we have 

(4. 18) 

for each i = 1, ••• , r, where Pr = (P1,"" Pr). Now, if 
Pi ~ Pcp for some i, then 

lim inffn(Pi.n; Ai) ~ lim inf f(p') = + 00 (4.19) 
n P' .... Pi 

follows by applying condition (4.12). Therefore, 

(4.20) 

follows from (4.16) and (4.9). Note that if iiPrii ~ Pcp 
and 

lim infFr n(Pr n) = + 00 n • • 

then the result (4.14) holds. We now show that asym­
ptotic additivity will imply the inequality 

lim infE:,. n(Pr n) ~ Fr(p r). (4.21) n • • 

Let E > 0 be given; and let the sequences {A} , {R}, 
and {QR} satisfy the conditions which define an asym­
ptotically additive interaction. Then there exists an 
N( E) such that 

X = {(Xl>" .,Xr)iXi E A~i (i = 1, ••• ,r), 

'.lIn(XV ' ",Xr) < - En} C An - OR 

whenever n > N(E). Now 

lim ~ In (~ J e -BUn(X)dX) = - 00 (4.22) 
n n n! An-IJR 

since 

~ In{l J e- 8Un(X)dX} S (3(b - A) + 1 In (V(A)n) 
n n! An-IJR n n! 

(4.23) 
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holds for n > N(E). We can write 

J e-aun(x) dX ••• dX 
r n. 1 r 
n 11.. t 

i=l t 

for each n. Now if lim supF,.,n(Pr,n) < + 00, then 

- f3F,.,n(Pr,n) 

(4.24) 

~ ~ In (IT -\ J e- aun(X)dX1 ••• dXr) 
n ;-lni' r ni - nil.; (lOR 

i=l 

+ ~ ln2 
n 

(4.25) 

holds for all n sufficiently large. The inequality (4.25) 
gives that 

- f3Fr,n(Pr,n) 

~ ~ In [IT i-.l.., J nie-Wni(XVdXi\ eBen] 
n i=l\ni' 11.; '} 

+ ~ In2 
n 

r 1 
~ - f3P"i} L; wJn(Pi n; Ai) + f3E + nln2 

;=1 ' 

holds for n sufficiently large since 
r 

Un(X) 2: L; Un.(Xi) - En 
i=l t 

r 
if (Xl! .•• ,Xr ) E TI A~i n QR and n > N(E). 

i=l 

We conclude that 

(4.26) 

(4.27) 

If lip r II < Pcp, then the original assumption that lim 
~UPFr'r(P r,n) < 00 ~hic.h implied (4.27) will hold. Now 
If Ilprl 2: Pcp and 11m mfFr,n(Pr,n) < 00, then 

lim sup - f3Fr,n(Pr,n) ~ lim sup~ In 
n n 

holds and (4. 27) follows giving a contradiction. Thus 
we conclude that lim inf F r, n (Pr) = + 00 if lip r II 2: Pcp 
and the conclusion (4.14) holds. Since E> 0 is arbi­
trary, (4. 27) implies (4. 21) if lip r II < Pcp and com­
pletes the proof. 

The next lemma will complete the proof that the ther­
modynamic limit exists for step potentials of type 
(2.1) if the interaction is asymptotically additive. We 
define for any n 2: no 

CSr* = inf{(cprlPr) + F(P r}}· (4. 29) 
Dr 

Now for each Pr E Dr of form (2. 13) we have 

F(P r) = Fr(p r) and (cprl Prj = (4)n Prj, (4.30) 

where Pr = (P1' ••• , Pr), and conversely for each Pr in 
the set (4.11). Since Fr is lower semicontinuous on 
the compact set (4.11), there exists a p~ in the set 
(4.11) such that 

where P; E Dr is the step density distribution corres­
ponding to P; = (pi, ••• , P; ) .. 

Lemma 4.1: For the step potential CPr let {5'r\} be 
the sequence defined by (4.7). Then 

(4.32) 

Proof: First we observe that CS: exists and is 
finite since 

(4.33) 

for all Pr in set (4.11). Moreover, the point P: must 
satisfy IIp;11 < Pcp by the lower semicontinuity of Fr' 

Now there exists: sequence {Pr,n} with Pr,n E Dr,n 
such that Pr,n -7 Pr and 

since 

as n -7 00. But we have 

5';,n ~ (¢r>P r.n) + Fr,n(Pr,n) 

for all n. Hence 

lim supCS: n ~ 5';. 
n ' 

(4.35) 

(4. 36) 

Also since the set (4.11) is sequentially compact there 
exists a subsequence {P;,K} of {P;,n} and a point Pr 
such that Pr,K -7 Pr as K -7 00 and 

li:[(4)n P~.K) + Fr,K(P~,K)] = lim i~f 5':'n' (4.37) 

Then 

lim[(t/lrlP;,K) + Fr,K(P;,K)] = (t/lrlp r) + Fr(Pr), (4.38) 
K 

and 
(4.39) 

follows. This ends the proof. 

Applying inequality (4.8) and Lemma 4. 1 we find that 

limCS(A, n, f3, CPr) = 5': . 
n 

(4.40) 

To complete the proof of Theorem 2. 1 suppose that cP 
is the uniform limit of step potentials CPr defined on A. 
Then the sequence {cpr} is a Cauchy sequence in the 
norm (2.3) and by Lemma 2.1 the bounded sequence 
{CS:} of real numbers is also Cauchy. Hence the se­
quence {5':} has a finite limit which we shall call CS*. 
Again by Lemma 2.1 it follows that 

lim CS(.L\, n, f3, CP) = 5' *. 
n 

(4. 41) 

The finiteness of CS* is guaranteed by the bounds 
(1. 11) and (1. 12). The proof of Theorem 2.1 is now 
complete. 
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The final section will be concerned with the proof of 
Theorems 2.2 and 2.3. One should observe that in the 
proof of Theorem 2. 1 we have established Theorem 
2.2 in the special case that the external potential is a 
step potential. 

5. THE THERMODYNAMIC LIMIT 

In the section let n :::= no be a fixed integer and A a 
fixed domain satisfying the restriction nV(A)-l = Po 
with Po < P cpo The external potential cP is defined on 
A and is the uniform limit of a sequence {CPr} of step 
potentials also defined on A. The sets of density dis­
tributions Dr, S, and D are defined by (2.14), (2.15), 
and (2.16), respectively. The convex functional F de­
fined by (2. 10) has an effective domain 

and F is continuous in D n S. Therefore, there exists 
a sequence {pd with PA E DA n S such that 

lim [( cP, PAl + F(P A)] = inf {(CP, p) + F(p)}. (5.12) 
A DnS 

Now {pn c {p;} is a subsequence with 

(CPA, p~) + F(pn ~ (CPA' PAl + F(P A)· 

Hence 

(5.13) 

ff* ~ lim [(CPA , PAl + F(P A)] = inf{(cp, p) + F(p)} 
A Dns (5.14) 

follows since every subsequence of a convergent se­
quence has the same limit. This completes the proof 
of Theorem 2.2. 

domF = {p:::= 01 F(p) < + oo}, (5.1) Our final result is the proof of Theorem 2.3. It will 
be convenient to define 

where P is a bounded Lebesque measurable function 
defined on A. One should note that for most cases 
Riemann measure and integration will be enough. We 
begin the proof of Theorem 2. 2 with a lower bound on 
F. Using Jensen's inequality, which is 

(5.2) 

we obtain 

ff*(CP) = inf{(cp,p) + F(p)/llpll l = I}, (5.15) 

where P E dom F. It is easy to see that 

(5.16) 
since 

I(cp,p) - (CPnP)1 ~ Ilcp - CPr II (5.17) 

(5.3) for all integrable p(x) defined on A with Ilplll = 1. 

for Ilplll = 1, where Po is the constant function on A. 
Since IIcpll and Ilcplil are assumed to be finite, we have 

We shall first show that 

ff; = ff*(CPr) (5.18) 

l(cp,p)1 ~ IIcpli (5.4) for every r. Clearly we have 

for all p E D since IIplll = 1, and 

l(cp,p)1 ~ IIcpli 1 lip II <00 (5.5) 

for pEL. Then 

- IIcpli + F(po) ~ inf{(cp,p) + F(p)} ~Pollcplil 
DnS 

+ F(po) (5. 6) 

holds and the infimum indicated exists and is finite. 
We shall show that 

ff* = lim[(CPr, p;) + F(p;)] = inf{(cp,p)+ F(p)} , (5.7) 
r DnS 

where {p;} is the sequence defined by (4.31). Now 
(CPr' p) -) (CP, p) uniformly for p E D by (5.4), and 

inf{(cp, p) + F(p)} ~ (CP, p;) + F(p;) (5.8) 
Dns 

for all r since {P:} c D n S. Thus 

ff::::= ff*(CPr)' (5.19) 

Now for each fixed revery E > 0 there is a p(x) de­
fined on A with lip II 1 = 1 such that 

(5.20) 

To the p(x) satisfying (5.20) there corresponds a step 
density distribution given by 

r 

Pr(x) = :6 Pi CAi , 
i=l 

where 

Pi = V(A i)-ll p(x)dx 
Ai 

By Jensen's inequality 

for i = 1, •• " r, we have that 

(5.21) 

(i = 1, ... , r). (5.22) 

inf{(cp, p) + F(p)} ~ ff*. (5.9) F(Pr) ~ F(p). (5.24) 

Dns 

It remains to show that 

inf{(cp, p) + F(p)} :::= ff*. (5.10) 
DnS 

Suppose p E D n S, then there exists a sequence {p s} 
with Ps E D s n S such that Ps -) p as s -) 00 since D is 
the closure of UrDr and S is open. Furthermore, 
(CP, Ps) -) (CP, p) and F(p s) -) F(p) as s -) 00 since 

I(cp,p)-(cp'Ps)1 ~IICPlllllp-PslI, (5.11) 
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But we also have 

(CPr, Prj = (CPr, p) 

so that 

(CPr,Pr) + F(Pr) ~ ff'*(CPr) + E. 

However, Pr E Dr implies that 

(5.25) 

(5.26) 

(5.27) 
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and this proves (5.18) since E> 0 is arbitrary. The 
conclusion (2.19) follows immediately from (5.16) 
and (5.18) since 

(5.28) 

The proof of Theorem 2.3 is now complete. 

Our results for the infinite system free energy can 
be applied to show that the infinite system average 
pressure exists for 'a nonuniform system. Before con­
sidering the grand canonical ensemble we shall need 
to restate the preceding Theorem 2. 3 in terms of the 
free energy per unit volume. We redefine the follow­
ing. Let 

(CP, p) = V(A)-l fA CP(x)p(x)dx, (5.29) 

F(p) = V(A)-l fA f(p(x»dx 
(5.30) 

and 
(5.31) 

Using the above new definitions (5.29), (5. 30), and 
(5.31), we define 

F*(po) = inf{(cp,p) + F(p)lllplll = po} (5.32) 

for O:s Po :s Pc • The functions F and F* also depend 
on (3, which we do not explicitly indicate. Both (3F and 
(3F* are concave functions of (3. Furthermore, F* is 
a concave functional of the external potential cP and a 
convex function of Po' Let Po = A' Po + A" Po, where 
A' + A" = 1. Now for every E> 0 there exist p'(x) and 
p"(x) on A with IIp'll l = Po and IIp''ll = Po such that 

E + A'F*(po) + A"F*(po) ~ (CP, A'p' + A"p") 

+ A'F(p') + A"F(p"). (5.33) 

But 

F(p) :s A'F(p') + A"F(p"), (5.34) 

where p(x) = A' p'(x) + A" p"(x) by the convexity of F. 
Hence 

E + A'F*(po) + A"F*(po) ~ (CP,p) + F(p) ~ F*(po) 
(5.35) 

since Ilplll = po. Because E> 0 is arbitrary, this 
proves that F* is a convex function of Po' We find 
that F*(po) is continuous in [0, Pc ) since it is bounded 
and convex in every closed subinferval of [0, Pcp), 

Let Ao be a bounded subset of II-dimensional Eucli -
dean space. Let {(A,CP)} be a sequence obtained from 
the initial pair (Ao, CPo) by means of any isotropic 
expansion. That is 

A = al/vAo, (5.36) 

where lima = + 00, and 

(5.37) 

where x = a 1/11 X 0 andxo E Ao' Then yeA) = aV(Ao) 
and V(A) -700 in the Fisher sense as a -7 00. Under 
the hypothesis of Theorem 2. 3 we have 

Corollary 5.1: Let {n(A)} by any sequence ofposi­
tive integers such that nV(A)-l -7 Po as yeA) -700 in 
the Fisher sense. Then 

lim V(A)-l lnQ(A, n, (3, CP) = - (3F*(po) 
A"'oo 

(5.38) 

if O:s Po :s Pcp' 

The proof of Corollary 5. 1 is essentially a repetition 
of the proof of Theorem 2.3. To obtain (5.38), we 
need only redefine the sets Dr,n to be all Pr = 
(pv ••• , p r) such that 

Pi = ni V(Ai)-l for O:s ni:s n (i = 1, •.• , r) (5.39) 

and satisfying 
r 

~wiPi = nV(A)-l, 
i=l 

where the Wi = V(Ai)/V(A) (i = 1, •• • ,r) are con­
stants. If nV(A)-l -7 Po, then for every Pr satisfying 

r 

~wiPi = Po 
i=l 

(5.40) 

there exists a sequence Pr n E Dr,n with Pr,n -7 Pr as 
VeAl -7 00. With this new definition of the sets Dr,n 
and with replacement of particle number normaliza­
tion by volume normalization, all previous results re­
main valid and Corollary 5. 1 follows. Indeed, Corol­
lary 5. 1 amounts to multiplying the free energy per 
particle by Po to obtain 'the free energy per unit 
volume. 

6. GRAND CANONICAL ENSEMBLE 

In this final section we shall demonstrate that the 
grand canonical thermodynamic limit exists when­
ever the canonical limit (5.38) exists. We redefine 
the sequence {5'} by 

- (35'(A, n, (3, cp) = V(A)-l lnQ (A, n, (3, CP), 

and assume that 

lim5'(A, n, (3, cp) = F*(po) 

whenever nV(A)-l -7 Po where 0 :s Po :s Pcp' 

The grand partition function is 
00 

Z(A,z,(3,cp) = ~znQ(A,n,(3,cp), 
n=O 

(6.1) 

(6.2) 

(6.3) 

where z > 0 is the activity and Q (A, 0, (3, CP) = 1. With 
the definition 

(3P(z, (3) = sup {po lnz - (3F*(po)} (6.4) 
osposPcp 

for (3 > 0 and z > 0 we have 

Theorem 6.1: Let A -7 00 in the Fisher sense. 
Under the assumption (6.2) we have that 

limV(A)-l InZ(A,z, (3, CP) = (3P(z, (3), (6. 5) 
A"'oo 

where (3P(z, (3) given by (6.4) is a convex function of 
lnz and (3 and P(z, (3) ~ 0 is an increasing function of 
z. 
The proof of Theorem 6.1 is a copy of Ruelle's or 
Fisher's proof for uniform systems, and we will not 
repeat the details here. However, we shall give a 
lemma which allows Ruelle'S proof for uniform sys­
tems to be applied. 
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Definition 6.1: We say that {n'(A, n, (3, ¢)} con­
verges uniformly to F * on a subset K C [0, Pcp) if for 
every e: > ° there exists an M(e:) such that 

I n'(A, n, (3, ¢) - F*(nV(A)-l) I < e: 

whenever nV(A)-l E K and V(A) > M(e:). 

(6. 6) 

Lemma 6.1: Let K C [0, Pcp) be compact. Then 
under the assumption (6.2) the sequence {n'(A,n,{3,¢)} 
converges uniformly to F* on K. 

Proof: Suppose that {n'} does not satisfy Definition 
6.1. Then there exists a sequence {Pk} C K, Pk = 
nk V(Ak)-l, such that 

(6.7) 

holds for all k. Since K is compact, it is closed and 
bounded and does not include the point Pcp' Further 

* Work supported in part by the U.S. Atomic Energy Commission. 
1 M.E. Fisher, Arch. Ratl. Mech.Anal. 17, 377 (1964). 
2 D. Ruelle, Statistical Mechanics. Rigorous Results (Benjamin, 

New York, 1969). 

there exists a subsequence {Pj} of {Pk} such that 
Pj ~ Po where Po E K. 

But F*(p) ~ F*(po) by continuity of F*, and 
n'(A j , nj , (3, ¢) ~ F *(Po), which is a contradiction. 
Hence {n'} must satisfy Definition 6.1 on K, and the 
lemma is proven. 

Via lemma 6. 1 and the assumption that II ¢ II is a finite 
constant for all A, Theorem 6.1 follows directly by 
applying Ruelle's proof for a uniform system. 4 

We indicate another representation of the average 
pressure P(z,{3),5 which is 

P(z, (3) = - inf{( ¢ - fl, p) + F(p) illpI1 1 :s Pcp}, (6.8) 

where we write IJ. = (3-1 lnz. The representation (6.8) 
follows from 

P(z,{3) = sup {sup {- (¢ - /l,p) -F(p)}}. (6.9) 
O:5po:5pcp lip III = Po 

D. Ruelle, Commun. Math. Phys.18, 127 (1970). 
See Ref.2,Sec.3.4.5,p.56. 

5 O. Penrose and D. J. Gates, Commun. Math. Phys.15, 255 (1969). 

Stability of Finite-Sized Radiating Plasmas 
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It is shown that the onset of instabilities in a finite-sized, optically thin, radiating plasma coincides with the 
loss of uniqueness of solutions to the governing nonlinear differential equations. Furthermore, conditions on the 
luminOSity function are derived for the existence of metastable states of such plasmas with dimensions smaller 
than the critical maximum size derived from conventional normal mode stability analysis. The results are 
applied to a simple configuration modelling free-free emission from a confined radiating, high-temperature 
plasma. 

1. INTRODUCTION 
The questio~ of stability of optically thin, radiating high 
temperature plasmas arises in many contexts, notably 
controlled fusion research, astrophysics, plasma diag­
nostics, and the like. In this paper the stability of a 
particularly simple configuration is re-examined 
from the point of view of existence and uniqueness of 
nontrivial solutions to the differential equations go­
verning the steady state temperature distribution 
within the plasmas. In addition to recovering the re­
sults of conventional normal mode stability analysis, 
we find the conditions necessary for the existence of 
metastable solutions which are not discernible from a 
conventional approach. 
Before continuing, it is important to say something 
about physical conditions under which radiation losses 
from the plasma are Significant. Often physical con­
ditions of interest, be it on the laboratory scale or 
the astronomical scale, are such that the collisionless 
regime prevails. That is, the size of the object under 
observation is smaller than the collision mean free 
path. However, the radiative collision cross section 
is much smaller than the elastic collision cross sec­
tion, being in the ratio of etkT /mc 2 in hydrogen at a 
nonrelativistic temperature T-here et is the fine 
structure constant, k is the Boltzman constant, and 
mc2 is the electron rest mass. Therefore, on the 
time scale in which radiation is observed, the system 
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must have undergone many nonradiative collisions, 
either with the containing walls (Le., laboratory plas­
ma) or among the particles themselves, as, say, in a 
solar flare. This suggests that whenever nonequili­
brium radiative losses are observed, the time scale 
is such that phenomena dependent on collisions, e,g., 
thermal and electrical conductivities, must be expli­
citly accounted for,l 

In our search for macroscopic description of systems 
far from equilibrium we have inquired into the cri­
teria necessary for the existence of stable steady 
states and! or stable quasi-steady states. Of special 
significance seems to be the role played by the char­
acteristic dimensions of the radiating plasma: It 
appears that if the object is too large it tends to break 
up into smaller plasma aggregates-some at lower 
mean temperatures and some at higher mean tempera­
tures-such that the largest aggregate does not ex­
ceed, in size, a critical dimension determined by the 
plasma parameters. This conjecture is supported 
by the following considerations. 2 - 4 

First, studies of the stability of radiating plasmas of 
indef.inite extent show that under certain conditions 
small perturbations with wavelengths exceeding a 
critical length grow in amplitude. 3,4 The existence 
of such lower bounds on the wavelengths of unstable 
modes suggests an analogy with the relationship be­
tween onset of turbulence and onset of instabilities 
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Definition 6.1: We say that {n'(A, n, (3, ¢)} con­
verges uniformly to F * on a subset K C [0, Pcp) if for 
every e: > ° there exists an M(e:) such that 

I n'(A, n, (3, ¢) - F*(nV(A)-l) I < e: 

whenever nV(A)-l E K and V(A) > M(e:). 

(6. 6) 

Lemma 6.1: Let K C [0, Pcp) be compact. Then 
under the assumption (6.2) the sequence {n'(A,n,{3,¢)} 
converges uniformly to F* on K. 

Proof: Suppose that {n'} does not satisfy Definition 
6.1. Then there exists a sequence {Pk} C K, Pk = 
nk V(Ak)-l, such that 

(6.7) 

holds for all k. Since K is compact, it is closed and 
bounded and does not include the point Pcp' Further 

* Work supported in part by the U.S. Atomic Energy Commission. 
1 M.E. Fisher, Arch. Ratl. Mech.Anal. 17, 377 (1964). 
2 D. Ruelle, Statistical Mechanics. Rigorous Results (Benjamin, 

New York, 1969). 

there exists a subsequence {Pj} of {Pk} such that 
Pj ~ Po where Po E K. 

But F*(p) ~ F*(po) by continuity of F*, and 
n'(A j , nj , (3, ¢) ~ F *(Po), which is a contradiction. 
Hence {n'} must satisfy Definition 6.1 on K, and the 
lemma is proven. 

Via lemma 6. 1 and the assumption that II ¢ II is a finite 
constant for all A, Theorem 6.1 follows directly by 
applying Ruelle's proof for a uniform system. 4 

We indicate another representation of the average 
pressure P(z,{3),5 which is 

P(z, (3) = - inf{( ¢ - fl, p) + F(p) illpI1 1 :s Pcp}, (6.8) 

where we write IJ. = (3-1 lnz. The representation (6.8) 
follows from 

P(z,{3) = sup {sup {- (¢ - /l,p) -F(p)}}. (6.9) 
O:5po:5pcp lip III = Po 

D. Ruelle, Commun. Math. Phys.18, 127 (1970). 
See Ref.2,Sec.3.4.5,p.56. 

5 O. Penrose and D. J. Gates, Commun. Math. Phys.15, 255 (1969). 
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It is shown that the onset of instabilities in a finite-sized, optically thin, radiating plasma coincides with the 
loss of uniqueness of solutions to the governing nonlinear differential equations. Furthermore, conditions on the 
luminOSity function are derived for the existence of metastable states of such plasmas with dimensions smaller 
than the critical maximum size derived from conventional normal mode stability analysis. The results are 
applied to a simple configuration modelling free-free emission from a confined radiating, high-temperature 
plasma. 

1. INTRODUCTION 
The questio~ of stability of optically thin, radiating high 
temperature plasmas arises in many contexts, notably 
controlled fusion research, astrophysics, plasma diag­
nostics, and the like. In this paper the stability of a 
particularly simple configuration is re-examined 
from the point of view of existence and uniqueness of 
nontrivial solutions to the differential equations go­
verning the steady state temperature distribution 
within the plasmas. In addition to recovering the re­
sults of conventional normal mode stability analysis, 
we find the conditions necessary for the existence of 
metastable solutions which are not discernible from a 
conventional approach. 
Before continuing, it is important to say something 
about physical conditions under which radiation losses 
from the plasma are Significant. Often physical con­
ditions of interest, be it on the laboratory scale or 
the astronomical scale, are such that the collisionless 
regime prevails. That is, the size of the object under 
observation is smaller than the collision mean free 
path. However, the radiative collision cross section 
is much smaller than the elastic collision cross sec­
tion, being in the ratio of etkT /mc 2 in hydrogen at a 
nonrelativistic temperature T-here et is the fine 
structure constant, k is the Boltzman constant, and 
mc2 is the electron rest mass. Therefore, on the 
time scale in which radiation is observed, the system 
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must have undergone many nonradiative collisions, 
either with the containing walls (Le., laboratory plas­
ma) or among the particles themselves, as, say, in a 
solar flare. This suggests that whenever nonequili­
brium radiative losses are observed, the time scale 
is such that phenomena dependent on collisions, e,g., 
thermal and electrical conductivities, must be expli­
citly accounted for,l 

In our search for macroscopic description of systems 
far from equilibrium we have inquired into the cri­
teria necessary for the existence of stable steady 
states and! or stable quasi-steady states. Of special 
significance seems to be the role played by the char­
acteristic dimensions of the radiating plasma: It 
appears that if the object is too large it tends to break 
up into smaller plasma aggregates-some at lower 
mean temperatures and some at higher mean tempera­
tures-such that the largest aggregate does not ex­
ceed, in size, a critical dimension determined by the 
plasma parameters. This conjecture is supported 
by the following considerations. 2 - 4 

First, studies of the stability of radiating plasmas of 
indef.inite extent show that under certain conditions 
small perturbations with wavelengths exceeding a 
critical length grow in amplitude. 3,4 The existence 
of such lower bounds on the wavelengths of unstable 
modes suggests an analogy with the relationship be­
tween onset of turbulence and onset of instabilities 
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in certain types of laminar flow at large Reynolds 
numbers.5 Another analogy which comes to mind 
seems to be the problem of buckling of beams under 
axial compression: For a given stress, buckling occurs 
when the beam exceeds a critical length. 

Second, an inspection of the entropy equation for a 
fluid suggests the existence of a characteristic length. 
Thus, for instance, we have the conduction equation 
for a fluid at rest: 

(1. 1) 

where s is entropy per unit mass, K is the thermal 
conductivity, q is the fluid density, and T is the tem­
perature. From dimensional analysis it follows that 
the characteristic length L is given here by 

L2~K/~~:). (1.2) 

It is known that inasmuch as the realm of validity of 
Eq. (1. 1) coincides with that in which the Chapman­
Enskog method is applicable (for that method serves 
as the rational basis for Fick's law and, consequently, 
as the basis for evaluating K), the process must be 
consistent with the principle of least entropy produc.­
tion. 6 This is because the Chapman-Enskog method 
and the principle of least entropy production apply 
to systems close to thermal equilibrium. Therefore, 
it follows from E q. (1. 2) that in the steady state the 
characteristic length must be maximum subject to 
whatever external constraints apply. In particular, 
if such constraint are of a purely geometric nature, 
L is simply given by the size of the heat conductor 
within which the temperature drop occurs. 

In Sec. 2 we formulate the mathematical model which 
is the object of our study and recover the standard 
results of normal mode stability analysis. In Sec. 3 
theorems on existence and uniqueness of the solutions 
for our model are established. In Sec. 4 we apply the 
results to the effects of free-free emission on the 
stability of a plasma sphere. 

2. THE MODEL 

We consider a spherical region V{y 0) of radius Yo 
(cm) in which hydrogenic plasma of mean density no 
(cm-3 ) is maintained at a hi~h temperature T. The 
size of the region, the temperature, and the density 
distributions are taken to be such that the plasma is 
transparent to its own radiation. The outer boundary 
of the region is assumed to be adiabatically insulated 
from the surroundings in the conventional sense of 
this concept; that is, 

K"VT = 0 at y = Yo, (2.1) 

where K is the thermal conductivity, here assumed to be 
some given function of T. This outer boundary condi­
tion is picked for the sake of Simplicity. Most of the 
results obtained hereunder can easily be generalized 
to the case of a finite temperature gradient at Yo. The 
enclosure (Le., the adiabatic insulation) is assumed 
to be diathermanous, Le., it is transparent to the plas­
ma radiation. Furthermore, the enclosure admits to 
the interior some form of energy input which balances 
the radiation losses, thereby achieving a steady state. 
For instance, the form of input energy could be micro-

waves, cosmic rays, or any other form consistent with 
the properties of the enclosure. 

Let Q(n, T) denote the volume emissivity (energy/unit 
volume-unit time) of the plasma and Sen, T) the rate 
at which the energy from external sources is deposit­
ed in a unit volume of the plasma (n is the particle 
density). 

Then, in general, for a steady state to exist we have 

"V ·K"VT = Q(P, T) - S(P, T), (2.2) 

where we have eliminated n by using the ideal gas 
law nTcxp (p is the pressure). Integration of Eq. (2. 2) 
over the region V(Yo) together with Eq. (2. 1) gives 

- Ky2"VTI r =0 = J dV[Q(T) - SeT)], (2.3) 
Vera) 

where Tis the solution to Eq. (22.). In the absence of 
internal sources of energy, the condition of steady 
state requires that the total energy emitted per unit 
time from the region under discussion be equal to the 
total energy deposited in that volume in a unit time. 
This implies that the right-hand side of Eq. (2.3) must 
vanish, from which it follows that the inner boundary 
condition is 

Ky2"VT = 0 at r = O. (2.4) 

Because the plasma is in a quiescent state, implicit 
in Eq. (2. 2) is the isobaric condition. Therefore, to 
the extent that the plasma may be approximately treat­
ed as an ideal gas, there follows 

nT = const (2.5) 

throughout the region within radius r o. Note that un­
less otherwise indicated we assume throughout the 
discussion spherical symmetry; therefore, 

"V--7 ~ and "V 2 -->~ ~r2 ~. 
ay r2 ar ar 

It follows immediately from Eq. (2. 2) that T = Te , a 
constant for 0 ~ r ~ ro, is a solution satisfying the 
given boundary conditions as long as the equation 

(2.6) 

is satisfied. 

It is our purpose to investigate the uniqueness of this 
solution and its relationship to the problem of stabil­
ity of the radiating plasma as described by our model. 
The importance of this question lies in the possibility 
that the onset of instability may, in fact, be an aspect 
of the lack of uniqueness of solutions to thedifferen­
tial equations representing the given system. This is 
somewhat analogous to the bifurcation of the solution 
of the Navier-Stokes equations at sufficiently high 
Reynolds numbers where onset of turbulence is ex­
pected. 7 Furthermore, there is the distinct possibility 
that there is more than one solution satisfying the given 
differential equations and the associated boundary 
conditions, which are stable with respect to infinite­
simal perturbations, but not necessarily with respect 
to finite amplitude perturbations (metastable states). 

Conventionally, the stability of the uniform tempera­
ture distribution is determined as follows. Consider 
the time-dependent counterpart of Eq. (2.2): 
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PCp aT _ • 
T at - V KVT - j( T), (2.7) 

where P is the pressure, Cp is the specific heat at 
constant pressure, and we have let j(T) == Q(T) - S(T). 
Let 

T = Tc + oT(r, t), (2.8) 

where oT is a small amplitude time and space depen­
dent perturbation of the temperature Tc given by Eq. 
(2.6). We take oT to be subject to the same boundary 
conditions as are implicit in Eq. (2. 2), i.e., 

Substitution of Eq. (2. 8) in Eq. (2. 7) gives 

(2. 10) 

to first order in oT. Here, j/(Tc} == (aj/aT)T = T (the 
c 

derivative is taken at constant pressure). Let oT be 
an eigenfunction of the operator V2 satisfying the given 
boundary conditions, i.e., 

(2. 11) 

Of course, because of the linearity of Eq. (2. 10) an ar­
bitrary oT may be made up from a superposition of 
solutions to Eq. (2.11) for various values of A. Here, 
it suffices to look at one of these eigensolutions. Thus, 
it follows that 

PC aoT 
-p - = - [A 2 K(T ) + j'(T )]oT. 
Teat c c 

(2. 12) 

For luminosity functions j( T) such that 1'( T c) > 0, 
Eq. (2.12) indicates that small perturbations will de­
cay in time for all eigenvalues A. On the other hand, 
ifj'(Tcl < 0 there is a smallest value of A, say Ac ' de­
fined as 

(2. 13) 

below which the coefficient of oT on the right-hand 
side of Eq. (2.12) is positive, thereby indicating the 
growth of 6T with time. Now, in a spherical enclosure 
of radius ro the lowest eigenvalue for the set of eigen­
functions satisfying the given boundary conditions is 
of the order of l/rO" Therefore, Eq. (21. 3) may be 
regarded as the condition on the maximum value of 
ro (say rcl for which the isothermal sphere at T = Tc 
is stable with respect to small perturbations given 
the plasma parameters and the heating/cooling me­
chanism. We have thus established a connection be­
tween the smallest wavenumber for the growth of ther­
mal instal)ility2 and the largest possible uniform 
spherical radiating plasma aggregate, as determined 
by normal mode stability analysis. 

It should be stressed here that the preceding analysis 
is only valid for small perturbations from the assumed 
isothermal solution. The form of the space dependent 
part of oT, say e(r), is 

e(r) ex sinrA 
r ' 
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(2. 14) 

where A is given by the solution of the transcendental 
equation 

(2. 15) 

which follows from the condition of Eq. (2.1). There­
fore in the present context, the smallest value of A is 

(2. 16) 

It is useful to compare the characteristic length of 
Eq. (2.2) with that of Eq. (1.1). To begin with when ro 
is sufficiently small, minute gradients in temperature 
decay in time. They are effectively smoothed out by 
the finite thermal conductivity, a result reminiscent 
of the corresponding well-known results in Field's 
theory of thermal instability in which large wavenum­
ber (large A) disturbances are quenched by the finite 
thermal conductivity. 2,3 Thus, r 0 may be identified 
with L of Eq. (1. 2). But here ro has an upper bound rc 
One is then tempted to identify formally - /,(T c) with 
the entropy production rate, since it takes the place of 
qas/at in the definition of L [Eq.(1.2)]. This identifi­
cation seems permissible as long as j/(Tc) < O. It is 
as if the emission of radiation tended to decrease the 
entropy production rate of the system increased by 
the finite heating rate by external sources. Conven­
tional thermodynamic concepts, if used here indis­
criminately, would lead one to conclude that the heat­
ting-emission process is at least partially reversible. 
Intuitively, this conclusion seems to be quite wrong, 
and it appears that the resolution of this apparent 
paradox rests with the relationship between irreversi­
bility and entropy production, under conditions when 
both heating and cooling of a system occur far from 
thermal equilibrium. 6 

We proceed now with the study of the existence and 
uniqueness of solutions of Eq. (2. 2) subject to the 
boundary conditions (2.1) and (2.3). In particular, we 
will demonstrate in the next section that for spheri­
cal configurations with radii ro larger than the cri­
tical radius, given by Eqs. (2.13) and (2.16) there is 
no unique solution to our problem. We shall also de­
monstrate that, for ro smaller than the critical radius, 
there is range of radii for which metastable states 
exist. 

3. PROPERTIES TO SOLUTIONS OF EQ. (2.2) 

We will investigate the existence, uniqueness, and 
qualitative behavior of the solutions over r ? 0 of the 
differential equation 

-1 !L (r2K(T) dT) = j(T), 
r2 dr dr 

(3.1) 

where 
j(T) == Q(T) - S(T) (3.2) 

subject to the initial conditions 

K(T) ~ !r=o = 0 (3.3) 

and under the following assumptions regarding the 
functions K(T) and j(T): 

(i) j(T) is defined and bounded analytic in a closed 
finite interval IT = [T l' T 2]' 0 < T 1 < T 2; 
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(ii) f(T) is strictly monotonic in IT' Le.,j'(T) ;r. 0 
there; 

(iii) f(T) vanishes for T = Tc' T 1 < Te < T 2; 

(iv) K(T) is a positive function defined over the inter­
val 0 ",: T ",: T 2 where it is analytic except perhaps at 
the origin and such that its integral over any closed 
interval [0, T], T"': T2 exists. 

Note that the second of the initial conditions (3.3) is 
less general than condition (2.4). There may be other 
solutions for which condition (2.4) is satisfied with 
KdT/dr!r=o ;r. O. However, we have excluded them 
from our analysis, because initial conditions (3.3) 
suffice to establish criteria for nonuniqueness of the 
trivial solution T(r) = Te' 

Assumption (iv) allows us to simplify notation by 
using the function 

X(T) = (foT K(T')dT) / (IaTe K(T')dT) 

as a new scale of temperature. Clearly, X(Te ) = 1 
andX(T) has an inverse T(X) which is analytiC over 
the range I x = [X 1'X 2]' where X 1 = X(T 1)'X 2 = 
X(T 2)' 

In terms ofX,Eq.(3.1) becomes 

~ ~ (r2 dX) = F(X) 
r2 dr dr ' 

where 

F(X) == /(T(X» , 

1 e K(T')dT' 
o 

and the initial conditions (3.3) are now 

and dXI = O. 
dr r=O 

(3.4) 

(3.5) 

From assumptions (i)-(iii) and the definition of F(X), 
we see that this function is analytic and strictly mono­
tonic in Ix and that F(l) = 0, with X 1 < 1 < X 2 • 

It is immediately recognized that Eq. (3.4) is of the 
Emden type. 8 

Theorem I: Equation (3. 4) has a unique solution 
X(r,Xo) satisfying the initial conditions (3.5) for all 
Xo in the open interval (xVX2) which is analytic in 
r for 0 "':r'< r,r > O. 

Proof: Set u = dX/ dr and introduce a new indepen­
dent variable ~ = lnr so that - 00 ",: ~ ",: 00 for 0 ",: r 
",: 00. Then, the autonomous system 

dr 
d~ = r, (3. 6a) 

du 
d~ = - 2u + rF(X), (3.6b) 

dX - =ur 
d~ 

(3.6c) 

is equivalent to Eq. (3.4). 

Note that the right-hand sides of these three equations 
vanish for r = u = O. Hence, in the associated phase­
space the X -axis is a line of singular points. 

Poincare has shown 9 that the nature of each of these 
singular points (0, 0, Xo) can be determined from the 

nature of the eigenvalues of the linear approximation 
to Eqs. (3. 6a) and (3. 6b) in the vicinity of the point, 
namely, 

dr 
at, = r, 

(3.7) 
du 
d~ = F(Xo)r - 2u. 

These eigenvalues are roots of the characteristic 
equation 

52 + 5 - 2 = 0, 

Le., 51 = 1,52 = - 2. Poincare's results then assert 
that since these eigenvalues are real with opposite 
signs there exist only two trajectories of system 
(3.6) going through the point under consideration. 
Along one of them the point is approached as ~ -) 00; 

it is, therefore, of no interest to us since this corres­
ponds to r -) 00. It is easily seen by setting r = 0 in 
system (3. 6) that this trajectory is a straight line 
lying in the plane r = 0 which is an integral surface. 

Along the other trajectory the singular point is ap­
proached as ~ -) - 00, i. e., as r -) 0 in agreement with 
the requirement of the problem. More precisely, as 
shown by POincare, the corresponding solution X(r, Xo) 
can be expressed in the form of a series of powers of 
e s 1 I: = e< = r which has a positive radius of conver­
gence r. The theorem is thus established. 

The determination of the coefficients of the power 
series representation of X(r,Xo) is most easily ob­
tained through the application of the method of unde­
termined coefficients to Eq. (3. 4) where F itself is 
represented by its Taylor expansion about X == Xo. 

The result is 

(3.8) 

where the subscript "0" refers to the value of the 
function at X = Xo' 

Next, we study the boundedness of the solutionX(r,Xo) 
just obtained. 

Theorem II: (1) If F' (X) < 0, then a closed interval 
J = [X' loX' 2] r:; Ix can be found such that for all XOE J: 
(a)X(r,Xo) E J for r ~ 0 and (b) limX(r,Xo) = 1; more-

r .... OO 

over, dX (r,Xo)/ dr is bounded for r ~ O. 

(2) If F'(X) > 0, then dX/dr ;r. 0 for all values of r for 
which X(r, Xo) is defined. 

Proof: We will use the fact that the trajectory de­
rivative of the function 

cp(u, X) == H(X) - iu 2 

where 
x 

H(X) = 11 F(X)dX 

(3.9) 

(3. 10) 

is never negative along the solutions of system (3. 6). 
Indeed, we easily find 

dcp - = 2u2 ~ O. 
d~ 

(3.11) 

We determine the configuration of the family of curves 
r (%) defined by the equation cp (u, X) = % = const. It 
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is readily seen that the curve r(O) reduces to the point 
u = 0, X = 1. The shape of the curves in the nei~h­
borhood of this point is obtained from the approxIma­
tion 

HF{(X -1)2 - u2 ] = % (3.12) 

valid for Ix - 11 and lui small, where, as in the fol­
lowing, the subscript "1" refers to the value of the 
function at X = 1. 

Fir st assume that F' (X) < 0 so that in particular F~ < O. 
Then, Eq. (3.12) defines concentric ellipses for nega­
tive values of CPo' In fact, we now show that all curves 
r are closed as long as they lie in the strip X ~I x' 
Consider the function H(X) as defined by Eq. (3. 10). 
Since F(X) decreases monotonically from F(Xl ) > 0 
to F(X 2) < 0, we see that H(X) increases from H(X 1) 
< 0 to its single maximum H(1) = 0 and decreases 
down to H(X2 ) < 0 as X goes from Xl to X 2 • It fol­
lows (see Fig. 1) that we can always find an interval 
J = [Xi, Xz] ~I x such that 

H(Xi) =H(Xz) ~ max(H(X l ), H(Xz» = CPo 

and that the equation 

cp(O,X) = H(X) = CPo 

has exactly two roots X .:: X M in J for CPo':: 'Po .:: 0 
m .t where Xm = X M(= 1) only for CPo = O. If we now Wrl e 

H(X) 

o 
I I 

"0 ----t--~ 
I I 

~o - - - ~ - - ' - - - - - - - - - - - - - - - - -­
I 

FIG. I. Graph of' the function H(X). 

x 

FIG.2. Configuration of the curves r for F' < O. 

J. Math. Phys., Vol. 13, No.8, August 1972 

x 

u 

the equation of the curves r in the form 

u = ± {2[H(X) - CPO]}1/2, 

we conclude from the form of the right-hand side that 
the corresponding curve r is closed for all values of 
CPo such that CPo .:: CPo < 0 (see Fig. 2). 

Now consider the solution X (r,Xo) of the problem with 
X~ s:. J and choose 'Po = cp(O,Xo)' With this particular 
choice of 'Po the equation cp(u,X) = 'Po actually repre­
sents a closed cylinder C('Po) in the phase space of 
system (3.6) within which the trajectory correspond­
ing to the solution X(r,Xo) is confined for r > O. 
More precisely, if we designate the set of the r, u,X 
space where cp(u,X) > 'Po and r ~ 0 by E(cpo), every 
point of the boundary C(cpo) of this set is a point of 
ingresslO of E('Po) with respect to system (3.6). This 
is obvious from inequality (3. 11) at points where 
u '" 0 since from the foregoing the gradient of cp at 
such a point is directed towards the inside of C( cp 0)' 
Le., into E(cpo)' Points where u = 0 are also points 
of ingress. Indeed, the series representation of cp in 
the vicinity of one of these points, (r, O,X) say, is of 
the form 

cp = cp(O,X) + j r2F2(X)(~ - ~)3 + .. ',' 

where ~ = lnr. Clearly, cp increases as ~ increases 
from ~ = t 
It follows thatX(r,X o) as well as its derivative dX/dr 
= u are bounded for r ~ O. 

Also, since system (3.6) does not have any singu~r 
points inside the cylinder C(cpo) for 0 < r < 00 as IS 

easily verified, the solution can be continued over 
this whole interval. Moreover from (3.11) we must 
have 

lim u = 0 
r->OO 

for otherwise, according to (3. 11), cp would increase 
without bound which is impossible since cp .:: 0 for all 
points within C(cpo)' Finally, looking at Eq. (3. 6) we 
see that we must have 

lim!(X(r,Xo» = 0 
r->OO 

in order for du/ d~ to remain finite. Hence, 

lim X(r,Xo) = 1, 
r->OO 

and the first part of the theorem is proved. 

We now treat the second part of the theorem, namely, 
the case where F'(X) > O. 

Going back to the approximate equation (3. 12) of the 
curves r in the vicinity of the point u = 0, X = 1, we 
see that it now represents a family of hyperbolas 
centered at this point. Proceeding as in the proof of 
part 1 of the theorem it is possible to show that the 
curves r are as sketched in Fig. 3 where the arrows 
indicate the direction of '\Icp. 

First, assume thatXo = X'o with X 1 < Xo < 1. ~e­
ferring to Fig. 3 we see that the trajectory solutIon 
of (3.8) corresponding to X(r,Xo) will be confined 
within the cylinder with generatrices parallel to the 
r axis whose trace on any r = constant plane is made 



                                                                                                                                    

S TAB I LIT Y 0 F FIN I T E - S I ZED R A D I A TIN G P LAS MAS 1181 

up of the arc AB of the curve ro and of the segment 
AB of the line X = Xl. Now consider the set of 
points of the u == 0 plane where r> 0 and Xl -'S X -'S Xo. 
From Eq. (3. 6) du/ d~ = rF(X) < 0 on this set which 
means that once the solution trajectory has entered 
the region u < 0 it cannot come back into u > 0 through 
the plane u = O. But from Eq. (3. 7) we see that the 
solution leaves the initial point u = r = 0, X = X 0 
in the region u < 0 since F(Xo) < O. Hence, we 
necessarily have dX/ dr < 0 along this solution. 

A similar reasoning applied to the case where 
1 < X 0 = X 0 < X2 shows that dX / dr is then positive. 

The theorem is thus proved. 

We now turn our attention to the qualitative behavior 
of the solution X(r,Xo) assuming that F'(X) < 0 for 
XElx · 

Theorem Ill: When F'(X) < 0, the solution 
X(r,Xo) to Eq. (3. 4) subject to the initial conditions 
(3.5) is oscillatory, Le., has an infinity of zeros over 
the whole interval r '" 0 as long as Xo -;;.J (cf. Theo­
rem II). 

Proof: We introduce the function 

(3.13) 

We then readily find that the function Z is a solution 
of the differential equation 

~Z ( ) - + p(r,Xo) Z = 0, 3.14 
dr2 

where 
F(X(r,Xo» 

p(r,Xo) =' - X (r,X
o
) - 1 

subject to the initial conditions 

Z(O,Xo) = 0, Z'(O,Xo) =Xo - 1, 

where the prime means differentiation with respect 
to r. 

Equation (3. 13) is a linear second-order differential 
equation to which we will apply Sturm's fundamental 
theoremll using the fact that the function p(r,Xo) 
has a positive lower bound over the interval r '" O. 

Indeed let 

p(X) =' - :~i, 

and note that under the assumptions made [Le.,F'(X) 
< 0 for X (;;;jx and F(l) = 0]: 

(a) F(X) > 0 for Xl -'S X < 1; 

(b) lim P(X) = - F'(1) > by [' Hospital's rule; 
X .... l 

(c) F(X) < 0 for 1 < X -'S X 2. 

Hence, p(X) > 0 for X ~ I x and its minimum value 
over this closed interval is certainly positive since 
the ratio F(X)/ (X - 1) does not vanish here. If we 
denote this minimum value by w2 , we, therefore, have 

for r '" 0, since by Theorem II 

X(r,Xo) E J -;;. Ix = [Xl ,X2 ]. 

The solution Z(r, Xo) of Eq. (3. 13) can, therefore, be 
compared to those of 

d2 v - + w2 v == 0 (3.15) 
dr2 

which are known to be oscillatory. Sturm's theorem 
indicates that Z(r,Xo) is more oscillatory than any 
solution v(r) of Eq. (3.15). More precisely, if v(r) has 
n zeros within a certain interval r 1 < r < r 2' then 
z(r,XQ) has at least n zeros in the same interval. 
Looking back at the definition of Z [Eq. (3.13)] this 
result implies that X(r,Xo) has the same property and 
oscillates about X = 1. This completes the proof of 
Theorem ill. Now we prove 

Theorem IV: The solution of Eq. (3.4) subject to 
the boundary conditions dX/drlr=o = dX/drl r=r = 0 

o 
is not unique for r 0 sufficiently large and F(X) < O. 

The proof of this theorem follows from the bounded­
ness of X(r,Xo) as well as its oscillating behavior 
which implies the existence of minima and maxima 
of this function between its successive zeros. When­
ever ro coincides with an extremum of some X(r,Xo), 
the boundary conditions are satisfied by a solution of 
Eq. (3.4) other than X = 1. But as Xo varies, the 
manifold X (r,Xo) generates a continuum of locations 
along r at which dX/ dr == O. This continuum must 
start at a value of r (say r c) no less than that for 
which the solution of Eq. (3.15) satisfies the boundary 
conditions of this theorem. This must be so because 
of IXo - 11 small enough, the linear approximation to 
Eq. (3. 4) must be valid. Thus, for any ro> r c ' Eq. 
(3.4) with the boundary conditions has no unique solu­
tion. 

It can be shown that this lack of uniqueness extends 
to more general boundary conditions; namely, for a 
given ro> r c there exist well-defined ranges of 
dX/dr I r=r '" 0 for which Eq. (3.4) has more than 

o 
one solution. 

It is immediately recognized that the critical radius 
rc obtained above is identical with that (see Sec. 2) at 
which the constant solution X = 1 to Eq. (2.2) becomes 

X 

o u 

FIG. 3. Configuration of the curves r for F' > O. 
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unstable with respect to small perturbations. That is 
the onset of instability as a function of the size of the 
radiating plasma sphere coincides with the presence 
of multiplicity of temperature profiles satisfying the 
given physical constraints. 

We shall now find the conditions for the existence of 
a nontrivial solution to Eq. (3. 4) satisfying the boun­
dary conditions of Theorem IV with ro < re' We re­
strict ourselves to the case I Xo - 11« 1, but not 
vanishing. 

Theorem V: For I Xo - 11« 1, the sign of 
dX / dr I.,. = T is opposite of the sign of F "( 1) == 

e 

d2F /dX2
1 X=l' 

Proof: Let y == X - 1, Yo == Xo - 1, andg{y) == 
F(X). Then 

d
2
(ry) + '2ry = H(y), (0) ~ I 0 " y = Yo, dr T = 0 = , 

dr2 (3.16) 

where A2 == - dg/dyly=o,andH{y) =r(g + ~2y). 

A formal solution of Eq. (3. 16) is 

sin~r + sifiAr 11' d' "H() y =yo~ ~ 0 r COSAr y 

- cO,s~r JT dr' sin~r'H(y) (3.17) 
"r 0 

Now to determine the slope of y(r) at r = re, recall 
that at that point 

d~ (si~r) IT=Te = O. 

Hence, 
d Te 
llr=Te = - K ~ dr rH(y) sinAr, (3. 18) 

where K = [(1 + ~2~)1/2/~~2]. 

But since g(y) is an analytic function of y near y = 0, 

g(y) = - ~2y + h2go + "', 
where 

go == d2gly = O. 
dy2 

Therefore, 

H(y) = t y2go + ... 

and up to terms in y2 

dy I "'" - tg" K l r
e dr r y 2 sin~r. Tr r=rc 0 0 

Now consider the differential equation 

d2(ry) + ~2ry = ary 2 
dr 2 

with 

y(O) = Yo and ~l=o = O. 

(3.19) 

(3. 20) 

The solution of Eq. (3. 20) Y = Y (r, a), belonging to the 
manifold discussed in Theorems II-IV is an analytic 
function of the parameter a. Hence, it can be shown 
that for Iyo I small enough an approximate solution y 
is found if in Eq. (3. 17) we set 
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H(y) = H [Yo(sin~r/~r)] (3.21 ) 

On substituting into Eq. (3. 19), we obtain 

dy I - y~goK l r
e sin3Ar 

-:r::: = dr--
ur 1'=1' 2A2 0 r 

e 

_ y~goK (JAYe sinr 13A'C sinr) 
- - 8A2 3 0 dr y - 0 dry (3.22) 

But it follows from the well-known properties of the 

function 1o'Y dr(sinr)/ r that 

IJ
3Are dr sinrl< l A

'C dr sinr 
Arc r 0 r ' 

where we have taken into account that 

11' < Arc < 311'/2. 
Hence, 

and 
1

'C dr sin3~r > 0 
o r 

dy I ~ < 0 
dr \r='C I> 0 

if 
if 

go> 0, 
go < 0, 

which concludes the proof of this theorem. 

An important consequence of Theorem V is that for 
F"(1) > 0 and X < 1, if X - 1 has only one zero with­
in the interval (0, r e ), X has an extremum at some 
ro < re' That is, under these conditions there exists 
a nontrivial solution of Eq. (3. 4) satisfying the bound­
ary conditions (3. 5) with ro < rc' It is important to 
note that the existence and properties of this solution 
cannot be established from the linearized differential 
equation. 

Finally, we establish an important property of the 
solutions of Eq. (3.4) satisfying the boundary condi­
tions (3.5) at ro < re' 

Theorem VI: For X satisfying the conditions of 
Theorem V and F"(1) > 0, 

11'0 
dr r 2 InX > 0 o if F"(1 )/A2 > 1. 

Proof: Note that near X = 1, F(X) is an analytic 
function of InX. Thus 

F(X) = - A2 lnX + t[F"(1) - ~2](1nX)2 + O[ (lnX)3]. 

Further, recall that 

11'0 dr r2F(X) = O. 
o 

Hence, 

to dr r 2 lnX = fTo dr r2 [lnX + F(X)/~2] 
o 0 

= - t[1 - F"(1)/A2 ] to dr r2 (lnX) 2 > 0 
o 

up to terms in (lnX)2 if 

F"(1 )/A2 > 1. 

Implicit in the results of this section is the conclu­
sion that when F'(X) > 0 the uniqueness of the trivial 
solutions to Eq. (3.4) is guaranteed. This finds its 
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correspondence in the stability of the uniform tem­
perature solution for arbitrary size of the plasma 
(see Sec. 2), when the luminosity increases with tem­
perature at constant pressure. 

4. THE MODEL-A SPECIAL CASE 

The discussion of the preceding section concerned 
itself with proving that for a certain type of lumino­
sity function there are no uniquely determined temp­
erature profiles for 'radiating plasma spheres exceed­
ing a critical size. This critical size was found to 
coincide with that beyond which the isothermal plas­
ma sphere becomes unstable with respect to small 
perturbations. Further, we have established under 
certain conditions the existence of nontrivial solu­
tions for spheres with radii smaller than the critical 
radius re' We have not been able, as yet, to establish 
analytically the minimum radius r 0 above which these 
solutions exist. However, in special cases we can esta­
blish this limiting value of r 0 by numerical integra­
tion of the given differential equation for a sufficient­
ly broad range of initial conditions. 

For the purpose of this investigation we have assum­
ed that Te is sufficiently high so that in the interval 
IT = [Tl' Tz] radiation is principally due to free-free 
emission, i.e., 

Q(T) = AnZTl/z = APZ/T3/Z, (4.1) 

where A is a constant. Energy deposition per unit 
volume at a given point was taken to be proportional 
to the density at that point, i.e., 

S(T) = Bn = BP/ T, (4.2) 

where B is a constant. Further, we have assumed 
that the thermal conductivity is approximately that 
for a quiescent plasma, i.e., 

K(T) = KO T5/z (4.3) 

with KO a constant (we ignore here the logarithmic 
temperature dependence of KO)' The constant tem­
perature solution Te is found to be 

Te = (B/An)Z = (APz/B). (4.4) 

The luminosity functionf(T) is 

f(T) = (APZ/T3/Z) - (BP/T) (4.5) 
and 

f'(T) = ~ = _1 ApZ + BP < 0 for 
oT 2 T5!Z TZ T< (~~pt 

(4.6) 
At T = Te , we have 

The critical eigenvalue Ae at which instabilities arise 
is then 

(4.8) 

In terms of the following nondimensional variables, 

(4.9a) 

(4. 9b) 

Equation (2.2) becomes 

p-z -fp pZ ~ = X-3/7 - X-Z!7 == F(X), (4.10) 

and boundary conditions (2.1) and (2. 4) become 

dXI =dXl =0 
Tp p=O dp p=p , 

a 

where Po = 'If A -..17. We note that F'O) = 12/49> O. 
We have integrated numerically this equation starting 
from a point X(p = 0) < 1 and found that as expected 
from Theorem V of the previous section dX/ dp = 0 
at some Po < Pc, where Pc is the nondimensional dis­
tance variable corresponding to the smallest root of 
Eq. (2.15) (see Fig.4). It is noteworthy that the inter­
nal energy of the nontrivial solution is identical to 
that for the uniform temperature (trivial) solution. 
This follows immediately from the isobaric condi­
tions satisfied by both solutions and the fact that at 
one point inside the sphere of radius ro < re , the non­
uniform temperature profile crosses the value T = 
Te(or X = 1). 

From the definition of free energylZ in a differential 
volume dV, the incremental free energy da' is given 
by 

d'J = EOdN + [P(lnP - 1 - ~) - CpPlnT] dV, 

where EO and ~ are constants, and dN is the number 
of particles within the volume d V. Hence, the free 
energy within the volume of a sphere with radius ro 
is 

'J = CpP f lnTdV + EoN + PV(lnP - 1 - n 
Vera) 

For the special case where T = Tc for all r, O:oS r :oS 

'ro [Le., the trivial solution for Eq. (2. 2)], we have 

a'e == a'(T = Te) = [- CpP lnTe + P(lnP- 1- m 
x V + EoN, 

1.2 r---,---,------.-----.----.----r--""'1 

1.0 
\ 

I I 
I 

.8 
I I 
I I 

I 

~VX¢O ~ 
I I 

(b) X(p=0)=O.3 
I I 

.6 I I 

X I 

.4 
I I 

I 
I 

I I 
I 
I 

p 

FIG.4. Typical solutions of Eq. (4.10); a) the trivial solution, 
b) nontrivial solution X a = 0.3, and c) nontrivial solution X a = O. 
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where we have taken into account that the total num­
ber of particles N and the pressure P within the 
volume l' are the same for the trivial and nontrivial 
solutions of Eq. (2. 2). The difference between the 
free energies of the two configurations is 

(4. 11) 

Hence, for the model under discussion 

.6.3' < 0 

if 

go dp p2 lnX> O. 

But by Theorem VI of the previous section, this 
integral is indeed positive because in the present 
case 

-F"(I)/F'(I) =¥ > 1. 

(Note this integral is positive for all luminosity 
functions of the form F(X) =: X-ex - X-f'" O!, (3 > 0.) 

It follows from the preceding that if we take a dec­
rease in free energy as evidence of increase in rela­
tive stability of a given configuration, especially with 
respect to finite disturbances, then the nontrivial 
(nonuniform) solution to Eq. (2. 2) subject to given 
boundary conditions, is more stable than the uniform 
solution. The latter solution may then be viewed as a 
metastable state. 

On the other hand if .6. 3' > 0, then it is the nonuniform 
solution which may be viewed as a metastable state. 
This follows from the observation that, as shown 
below, granting the existence of nonuniform tempera­
ture profiles for ro < rc ' those profiles are stable 
with respect to small perturbations. 

Let the nondimensional time variable be 

T == [7Q(Tc )/2PCp] t. 

[The characteristic time PC/Q(Tc) may be regarded 
as the time during which a Significant amount of the 
internal plasma energy is lost by radiation.] Then 
Eq. (2.7) becomes 

~ ax = ~2X _ F(X) (4. 12) 
X aT ' 

where now 

~2 = p-2 d p2 d. 
ap lIP' 

X, p, and F have previously been defined. Let X be a 
nonuniform solution of the problem 

~2X -F(X) = 0 ~XI = ~XI = o. 
pco pcPo 

Consider a perturbed solution 

X=X + oX, 

where 

oX = sinAp/p for nrr/>.. < P < {[(n + l)rrJ/>..}, 
n =: some integer, = 0 elsewhere. 

For the purpose of the present discussion we shall 
consider the profile X to be stable if for the selected 
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oX, the right-hand side of Eq. (4. 12) is negative given 
oX> 0 (and positive given OX < 0) for it indicates 
that at least initially the perturbation decreases 
(increases) with time. To first order in oX we obtain 

~7 = - X[>..2 + F'(X)]oX. (4. 13) 

This will satisfy our stability criterion if 

>..2 = F'(X) > O • 

Now we note that 

X(O) < X(p) for 0 ~ p ~ Po 

and, therefore, 

>..2 + F'(X) ~ >..2 + F'[X(O)] 

as long as X < (3/2) [cf. Eq. (4.6)]; hence, the inequa­
lity will be satisfied if 

>..2 > - F '[X(O)] > - F '(1) '" 1/ P~, 

where Pc is the nondimensional critical radius. There­
fore, we require that the wavelength of the pertur­
bation be smaller than Pc' But, since the largest 
wavelength excitable in a cavity of radius Po is com­
parable to Po' and by hypothesis Po < Pc, the inequa­
lity always appears to be satisfied. Hence, the non­
uniform solutions appear to be stable with respect to 
small perturbations. 

It is of some interest that the free-free emission 
from a plasma with the nonuniform temperature pro­
file is somewhat harder than would be the case with 
a uniform temperature profile. This follows from 
the fact that the former profile has a region with 
T> Tc(X > 1). 

The proof of Theorem VI is restricted to initial 
values of T only a little less than Tc' We have nume­
rically investigated the behavior of the solution of Eq. 
(4.10) in the limit of very small initial temperatures 
(Xo « 1). The limiting behavior for Xo = 0 is shown 
in Fig. 4. It can be shown that near the origin X '" 
p 7/5. It should be noted that the minimum value of 
Po' Pomin = 9.687, is about 80°t, of the value of Pc' . 
Moreover, numerical integration shows that even m 
this limiting case the integral 

fro dp p2 lnX> 0 
o 

as it appears to be for all the cases intermediate 
between Xo = 1 and Xo = O. 

We recognize that the physical significance of our 
model is lost before Xo reaches zero; however, it 
must be borne in mind that only one order of magni­
tude change in the temperature T corresponds to 
three and a half orders of magnitude change in the 
variable X, so that a physically realistic range of 
temperatures may correspond to most of the values 
of X in the interval (0, 1). It should perhaps be men­
tioned here that because of the isobaric assumption, 
if the drop in temperature in the interior of the 
radiating sphere is large enough, the particle density 
may rise to the point where the underlying assump­
tion of optical thinness is no longer valid. In addition, 
on an astronomical scale, the density may rise to the 
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point where self-gravitation effects can no longer be 
neglected. 

Finally, we point out the similarity between phase 
transitions, in general, and the possibility of transi­
tions from the uniform to the nonuniform solutions. 
When the radius of the radiating plasma sphere is 
close to that corresponding to Ibmin, small variations 
in the flux of the incoming radiation may cause that 
radius to be actually larger (or smaller) than the 
corresponding r Omin ' thus inducing transitions from 
the nonuniform (uniform) temperature profile to the 
uniform (nonuniform) one. 

5. CONCLUDING REMARKS 

We have shown that under certain physically reali­
zable conditions for finite-sized radiating plasmas, 
there may exist alternative stable and metastable 
configurations satisfying the given boundary condi­
tions. Their existence cannot be established from the 
linearized differential equations. We have presented 
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some simple tests for the presence and relative sta­
bility of such solutions. Applications of these results 
to a simple model of uniformly heated confined plas­
ma show that for a range of parameters the emitted 
radiation by a configuration stable to finite distur­
bances is harder than would be predicted on the 
basis of normal mode analysis. To the extent that for 
a given total energy emitted, the emission of fewer 
photons with higher energies represents a lower en­
tropy production rate, it is possible that the lower 
free-energy configurations discovered by us belong 
to the category of "dissipative structures" discussed 
by Glansdorff and Prigogine. 6 This point of view will 
be explored elsewhere. 
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We diagonalize a many-fermion Hamiltonian consisting of terms quadratiC as well as quartic in the field opera­
tors. A dual spectrum of eigenstates is an interesting result. We also derive a formula for obtaining the free 
energy at finite temperature. 

I. INTRODUCTION 

The Hubbard model of interacting electrons on a 
linear chain, 

N-1 

JCHUb = - E ~ (Cj~ Cj +10 + Cj !10 Cjo) 
j=1 

o =±1/2 
N 

+ U ~ (n jt - ~)(nj-l - ~), 
)=1 

( 1) 

was given an ingenious solution by Lieb and Wu 1 who 
obtained the ground state, and later by others2 who 
found the elementary excitations. The complete set 
of eigenstates has not yet been determined nor has 
the statistical mechaniCS, although numerical calcul­
ations3 ,4 on finite systems (N = 6) has revealed 
many interesting features such as level crossings and 
dual excitation spectra. These are totally absent in 
the approximate RPA solution of (1), and such struc­
ture is lacking in the exactly soluble, relativistic 
model of interacting electrons. s It is therefore of 
interest to discuss the predictions of a new model, a 
modification of (1), which we have been able to solve 
exactly for arbitrary N, £, and U. We obtain and 

classify the eigenstates and eigenvalues, and reduce 
the calculation of the free energy to the solution of an 
implicit equation. One of our results is a two-fold 
degeneracy of the ground state, which is antiferro­
magnetically ordered. A dual excitation spectrum is 
also a feature of this model. 

II. MODEL HAMILTONIAN 

Like (1), the exactly soluble Hamiltonian is a combin­
ation of quadratic and quartic terms: 

N-1 

JC = -4£ ~ (c· o - Cj~) (cj+10 + Cj!1o) 
j=1 J 
a:::± 

N 

+ U~(njt -~)(nj+-~)' (2) 
)=1 

The c's are a complete set of anticommuting operators. 

An important (and anomalous) operator in the above 
is 

(3) 

which causes charges to be created or destroyed in 
pairs (as in the BCS theory of superconductivity). It 
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point where self-gravitation effects can no longer be 
neglected. 

Finally, we point out the similarity between phase 
transitions, in general, and the possibility of transi­
tions from the uniform to the nonuniform solutions. 
When the radius of the radiating plasma sphere is 
close to that corresponding to Ibmin, small variations 
in the flux of the incoming radiation may cause that 
radius to be actually larger (or smaller) than the 
corresponding r Omin ' thus inducing transitions from 
the nonuniform (uniform) temperature profile to the 
uniform (nonuniform) one. 

5. CONCLUDING REMARKS 

We have shown that under certain physically reali­
zable conditions for finite-sized radiating plasmas, 
there may exist alternative stable and metastable 
configurations satisfying the given boundary condi­
tions. Their existence cannot be established from the 
linearized differential equations. We have presented 
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some simple tests for the presence and relative sta­
bility of such solutions. Applications of these results 
to a simple model of uniformly heated confined plas­
ma show that for a range of parameters the emitted 
radiation by a configuration stable to finite distur­
bances is harder than would be predicted on the 
basis of normal mode analysis. To the extent that for 
a given total energy emitted, the emission of fewer 
photons with higher energies represents a lower en­
tropy production rate, it is possible that the lower 
free-energy configurations discovered by us belong 
to the category of "dissipative structures" discussed 
by Glansdorff and Prigogine. 6 This point of view will 
be explored elsewhere. 
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energy at finite temperature. 

I. INTRODUCTION 

The Hubbard model of interacting electrons on a 
linear chain, 

N-1 

JCHUb = - E ~ (Cj~ Cj +10 + Cj !10 Cjo) 
j=1 

o =±1/2 
N 

+ U ~ (n jt - ~)(nj-l - ~), 
)=1 

( 1) 

was given an ingenious solution by Lieb and Wu 1 who 
obtained the ground state, and later by others2 who 
found the elementary excitations. The complete set 
of eigenstates has not yet been determined nor has 
the statistical mechaniCS, although numerical calcul­
ations3 ,4 on finite systems (N = 6) has revealed 
many interesting features such as level crossings and 
dual excitation spectra. These are totally absent in 
the approximate RPA solution of (1), and such struc­
ture is lacking in the exactly soluble, relativistic 
model of interacting electrons. s It is therefore of 
interest to discuss the predictions of a new model, a 
modification of (1), which we have been able to solve 
exactly for arbitrary N, £, and U. We obtain and 

classify the eigenstates and eigenvalues, and reduce 
the calculation of the free energy to the solution of an 
implicit equation. One of our results is a two-fold 
degeneracy of the ground state, which is antiferro­
magnetically ordered. A dual excitation spectrum is 
also a feature of this model. 

II. MODEL HAMILTONIAN 

Like (1), the exactly soluble Hamiltonian is a combin­
ation of quadratic and quartic terms: 

N-1 

JC = -4£ ~ (c· o - Cj~) (cj+10 + Cj!1o) 
j=1 J 
a:::± 

N 

+ U~(njt -~)(nj+-~)' (2) 
)=1 

The c's are a complete set of anticommuting operators. 

An important (and anomalous) operator in the above 
is 

(3) 

which causes charges to be created or destroyed in 
pairs (as in the BCS theory of superconductivity). It 
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is evident that the current density operator i has to 
be suitably modified to take this into account in order 
to satisfy an equation of continuity. These consider­
ations have also suggested to us that one should seek 
an analogous modification of the current operator in 
the BCS theory, as we discuss elsewhere. 6 In the pre­
sent work the anomalous terms (3) are introduced 
merely as a convenience to allow a solution of the 
problem. This device first proved useful in the exact 
solution of one and two "magnetic" impurity atoms 
in a three-dimensional nonmagnetic metal host,7 al­
though the subsequent calculations and results, in 
these problems, have little in common with the pre­
sent work. 

Our first step in the manipulation of JC is a Jordan­
Wigner transformation to pseudospin matrices Ti 
and Si' defined via 

(4) 

with similar equations relating S+ and T+ to the c*'s. 
Insertion into (2) yields 

JC = - E~(SjSj+1 + TjTj!l) + U'J;SjTj. (5) 
J J 

It is now advantageous to introduce a new set of spin 
matrices, the ~a and Jt, in terms of which the origi­
nal spin vectors are 

(S;,5J,5;) = (J/, 2J/P/, 2J/P/), 

(T/, T], T/) = (- 2P/J/, 2P!J;, P;). (6a) 

The inverse of these relations is useful to record: 

( X y 2) (SX 2SY T z 2SZTz) Jj ,Jj ,Jj = j' j j' j j , 
x Y z (z 2 x y 2SXTX) (6b) (Pj 'Pj 'Pj ) = Tj , S j Tj , - j j • 

[Note that our matrices are all normalized to spin ~, 
such that, e.g., (px)2 = t.] When this is substituted in­
to JC, there results 

JC = - E'£JjJj!1(4PjPfi.1 + 1) + ~U~Jj. (7) 
j J 

m. EIGENVALUES 

Now we note that the Pf are the constants of the mo­
tion and can therefore each be taken to be either + ~ 
or - ~. We denote this the "P-eigenvalue." 

Inspection of (7) shows that if neighboring sites have 
opposite P-eigenvalues, the connection via theJJxJ jh 
bond becomes broken. Conversely, if they have simi­
lar P-eigenvalues, the bond strength is 

-2EJ/J/+1 

regardless of whether the P-eigenvalue is ~. Thus 
in any eigenstate the chain of N atoms is partioned 
into a number of noninteracting "molecules" of alter­
nating P-eigenvalue. The number of such molecules 
can be as small as 1, which is indeed the case of the 
ground state, conSisting of a single molecule of N 
atoms all of which belong to a common ei~envalue of 
Pl. As, however, this eigenvalue can be ±2", the 
ground state is a doublet regardless of the relative 
magnitudes of E and U. At the opposite extreme, the 
largest number of molecules is N, each consisting 
of a single site. 
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We now solve for the eigenvalue spectrum of anyone 
such molecule, which, we shall assume, extends from 
a site A (A 2:: 1) to a site B (A < B :S N). The appli­
cable part of JC is 

B+1 B 

JCAB = - 2E L: J ~J ~1 + ~ U L J.Z. 
A J 1 A J 

(8) 

The eigenvalues are symmetric in E, therefore we 
restrict the following to E 2:: O. This JC is reduced to 
quadrature by a transformation to fermions, the in­
verse of (4). Define the set of anticommuting opera­
tors a j : 

and similar Hermitian conjugates, such that 

B-1 

JCAB = % E ~ (a j - a/) (a j + 1 + a j!l) 
B 

(9) 

+ ~ UL (a.*a. -~). (10) 
A J J 

The diagonalization of precisely this quadratic form 
has been previously studied in connection with the 
"Heisenberg-Ising model", 8 and it is straightforward 
to "plagiarize" these old results: 

The diagonal form of JCAB becomes 

(11) 

where 

Ak = [(U /2 - E)2 + 2UE sin2k/2p/2 (12a) 

and the k's are the roots of 

sink(B -A + 2)/sink(B -A + 1) = 2E/U, (12b) 
i.e., 

Ak == \ sink/sink(B - A + 1) \ (U /2). (12c) 

By (11), the ground-state energy is 

E2B = -~ L; A k • (12d) 
k 

Because of obvious symmetry in JC, we have taken 
E 2: 0 in these relations without loss of generality. 
For 0 < E < U/2 there are B -A + 1 real roots,ex­
hausting the normal modes. For E > U /2, however, 
there are only B - A real roots but, in addition, an 
imaginary one representing a "surface" state. De­
noting it ko:= iV,one finds. s 

sinh(B - A + 2)v/ sinh(B - A + 1)v == 2E/U, 

Ao = \ sinhv/ sinhv(B - A + 1) \ (U /2). (13) 

It is interesting to note that when B - A ~ 00, Ao -7 0 
for all U < 2\ E \ • 

W. THERMODYNAMICS 

The partition function of an i-atom molecule is 

z(i) = n 2 cosh~ {3Ak , {3 = 1/kT, 
k 

(14) 

where the set of 1 k's and Ak's are given in the pre­
ceding equations, with 1 := B - A + 1. If we decom­
pose the chain of N atoms into molecules of lengths 
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XI'X2 ,'" ,subject to the constraint 

(15) 

then the grand partition function is Z = exp(-J3F), 
where F = free energy. This is given in terms of the 
individual molecules as 

(16) 

The sum is over all possible decompositions. We now 
discuss a method for calculating this in the thermo­
dynamic limit (N ---7 (0). 

Let 

z(X) == ">'..1 e</J(l), (17) 

where A includes the extensive contribution, and 1>(X) 
the influence of finite ends, of a molecule X units in 
length. Thus, we define A by 

logA = lim X-I logz(X) = 1/"-1 f dO log 
l~oo 0 

x {2 coshiJ3[(U/2 - E)2 + 2UE Sin21i/2]1I2}. (17'a) 

We have 

(17'b) 

an intensive quantity, i.e., 

lim X-l1>(X) = O. (17' c) 

The calculation of Z reduces to that of an auxiliary 
quantity G, defined via: 

~</J(ti) 

Z = AN 6 e
l == ANG(N), (18) 

G obeys an iterative equation: 

G(N) = e</J(l)G(N - 1) + e</J(2)G(N - 2) + .... (19) 

In the thermodynamic limit (N ---7 (0) we set G(N) = g-N, 
with g > 1, and 

1 = t e</J(t)g- ( 
[ cl 

(20) 

follows from (19), and is the impliCit equation deter­
mining Z. 

If 1> (X ) were constant for X2: 1, then (20) is solved by 

1 = e </J t g- t = e </J / (g - 1), 
i.e., lcl 

g = 1 + e</J. 

If 1>(X) = 1>(1) for X = 1 and 1>(2) for X2: 2, then 

1 = e</J(l)g-l + e</J(2)g-1 t g-l 
ecl 

= e¢(l)g-l + e¢(2)/g(g - 1), 

i.e., g = t (1 + e</J(l» 

(21a) 

+ [HI + e</J(1»2 + (e </J (2) - e</J(1»]1/2. (21b) 

It is easy to see if 1> (X ) becomes constant after r 
steps, the solution of an rth degree equation yields g, 
and hence G and Z. If 1> is not really constant at 

X > r, corrections may be obtained by iteration. It 
is believed that because the 1>(X) are analytic func­
tions of the temperature, the solution g and hence Z 
must be analytic as well, so that there is no phase 
transition at finite T. 

V. ELEMENTARY EXCITATION 

Assuming the ground state to be a single molecule of 
length N, belonging to either P-eigenvalue ±i, the 
spectra of elementary excitations are twofold: (A) 
the set of internal excitations, of energy Ak , and (B) 
the (quite distinct) breaking up of the chain into smal­
ler molecules which must, of course, belong to alter­
nating P-eigenvalues. Both type excitations are 
counted in the calculation of Z in the previous chap­
ter. They must be treated distinctly in a study of the 
dynamiCS of our model. 

A. Internal Excitations 

ConSider Eqs. (11) and (12) with B - A = N - 1 ---700. 

We observe that for 1 E 1 :S ] U the spectrum of ele­
mentary excitations represents the addition of a 
quasiparticle of energy: 

(22) 

with k ranging over closely spaced eigenvalues from 
o to 1/". 

When 1 E 1 > ~ U then is also a bound state of energy 
Ao = O. 

B. External Excitations 

For lack of a better name we denote "external exci­
tations" the process of creating an additional mole­
cule. 

As we are prinCipally concerned with excitations 
connecting to the ground state, the problem reduces to 
consideration of the energy to break up the original 
ground state molecule extending from (1 to N) into 
three: (1 to A-I), (A to B), and (B + 1 to N). It may 
be assumed that A and N - B both » 1 and that B - A 
== X- 1 «N. We define the ground state energy of a 
molecule of length L to be Eo(L), and the ground state 
of the same molecule with the two ends connected 
(periodic boundary conditions9 ) Eop(L), with Eop(L) 

:s Eo(L) and Eo(L) - Eop(L) = 0(1) for obvious rea­
sons. Then the energy .6.(X) to break the initial mole­
cule into 3 is calculable as follows: 

.6.(X) = Eo(l) + [Eop(N -X) - Eop(N)] 

+ [Eo(N -X) -Eop(N -X)], (23) 

where (N ---7 (0), 

Eop(N-X) -Eop(N) = (X/21T) ~1f deAe 

= (l/rr)(U/2 + Ifl)E(2Ulfl/[U/2 + Ifl]2). (24) 

Here E(x) is the complete elliptic integral. Also, 

E o(N-1'..) -Eop(N -1'..) = Hlu/2 + IEII 

-IUj2 -IEII] + (l/2rr)t d04?(Ii)aAe , 
o ali 

(25) 

where 4? is defined through k = Ii + (II L)4?(Ii) , where 
k satisfied Eq.(12) withB -A + 1 == L and Ii = 
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(rrn/L), (n = 0,1,"', L -1),and L ~ 00. Thus 

sin [(e + ~<p) (L + 1)J 

sin [(e + ~<P)LJ 
which has the solution 

sin(e + <p) 2E 
sin<p =: U' 

<p(e) = cot- 1 [(2E/U - cosil)/sinil]. 

In the special limit, 2E =: U, the ~(1) becomes 

(26) 

(27) 

~(1) = U[~ -l/rr - t(cscx - l/x)], 

where x = rr/(4£ + 2). For 2E > U, using iI = 
rrn/(L + 1) in Eq.(2b),we get <p(e) for Eq.(25) by re­
plaCing 2E/U by U/2E in Eq.(27). 

VI. MATRIX ELEMENTS AND CORRELATION 
FUNCTIONS 

Here we are concerned with some typical ground 
state correlations and some matrix elements to ex­
cited states. The ground state of a linear chain 
(length N ~ co) is at least twofold degenerate: Aside 
from the two choices of P-eigenvalue there exists, 
for U < 21 E 1 ,the option of exciting or not exciting 
the surface state of Eq.(13) which has energy Ao =: O. 
Let us label the set of possible ground states by 10'). 

Then 

and 
(Q1l njt 10') =: ~ + 2(Q1IJ/P/IQI) = ~ 
(Q1lnj~ 10') = ~ + (Q1IP/ 10') =: ~. 

(28) 

Thus fJ/fJj!p correlations are nonexistent for all p =1= 0: 

(0'1 (njt - njj. )(nj+pt - nj+p.j.) 10') = O. (29) 

However, the nearest -neighbor transverse correla­
tions are 

* * (Q1!cjt Cj.j.cj +1 cj +1 t 10') 

= - (0'1 [(J/ - ~)(P/ + iP/)) 

x [(Jj: 1 -~)(Pj:l + iP~l)]IQI) 
= - t(Q1I(J/ - ~)(J/+l -~) 10'). (30) 

This can easily be calculated by (9), (10) and a plane 
wave expansion related to use of periodic boundary 
conditions (a j = 1/N-l/2 ~keik'Rjck)' One can see 
that (30) is negative, and concludes that nearest­
neighbor sites within a molecule are antiferromag­
netic ally correlated. 

This also allows us to estimate the spin correlation 
of adjacent ends of two molecules. If j is at the end 
of one molecule (has P-eigenvalue PI) and j + 1 at 
the beginning of the next P-eigenvalue Pj~l = -P/), 
then the expectation value (30) becomes intrinSically 
positive. It is therefore tempting to interpret the 
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A. A.Ovchinnikov, Zh. Eksp. Teor. Fiz. 57,2137 (1969) [SOy. Phys. 
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molecules as antiferromagnetic domains, and the 
break in P-eigenvalue between j and j + 1 as the do­
main wall. However, the true picture must be some­
what more complex than this, as we see when ex­
amining matrix elements to excited states. The 
fundamental charge density operator nit + nit has 
matrix element: 

(31) 

where 10') is one of the ground states. This vani­
shes unless < y 1 is an "external" elementary excited 
state,having the same P-eigenvalue as 10') for 
j =1= i and oppOSite P-eigenvalue at i. The energy of 
such a state relative to the ground state, ~(1) , has 
already been calculated in a previous chapter. 

Similarly, a magnetic field (in the z direction) in­
volves matrix elements 

(32) 

which connect to the same "external" excited states 
(y 1 as the above. 

VII. CONCLUSION 

We have reduced to quadrature a many-body prob­
lem of fermions with spin; constrained to a linear 
chain. The problem was first brought to the form, 
Eq. (7), in which the nonlinear terms (with ljZ) could 
be characterized by quantum numbers ±~. The re­
mainder, Eq. (8), could be solved by transforming to 
a quadratic form in spinless fermions. 

We found the ground state to be a single molecule. 
For U > 21 E 1 the ground state is twofold degenerate, 
such as an antiferromagnetic ISing chain, and has two 
Neel ground states (differing by one atomic transla­
tion). However, when U < 2 1 E 1 the ground state is 
fourfold degenerate. There is a "phase transition" 
for T = 0 at U = 21 E I. We obtain an implicit expres­
sion for the partition function and estimate for fixed 
U and E, that there is no phase transition when the 
temperature T is varied. 

Finally, we find that external perturbations (magnetic 
or electric fields) connect only to that part of the 
excitation spectrum we have labelled "external" ex­
citations. Internal excitations (A k ), in which all P/­
eigenvalues are conserved, are therefore not access­
ible to probing by external forces even though they 
contribute to the thermodynamic properties. Thus at 
U = 21 E 1 the model has an absorption threshold at 
finite energy, i.e., an "optical" gap, even though the 
continuous spectrum of internal elementary excita­
tions extends down to A k = O. 

The dual excitation spectrum suggests that a solu­
tion of the free energy equations (14)-(21) will yield 
two maxima in the speCific heat, a feature which has 
already been discovered in numerical computation4 

of the properties of finite Hubbard-model chains 
(N s 6). 
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(Kyoto) 43,1619 (1970). 
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5 See Chap.4 on "The Many-Fermion Problem" in E. Lieb and D. 
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A number of sufficient conditions for the existence of unbounded solutions of two and three coupled mode equa­
tions are obtained when some modes are linearly unstable and all initial amplitudes are arbitrarily small. The 
difficulty of obtaining sufficient conditions for boundedness of all solutions is discussed, and only two such con­
ditions are obtained. In certain cases it is proved that the unbounded solutions are not more rapid than expo­
nential, whereas they can be shown to be singular ("explosive") in other cases. 

1. INTRODUCTION 

In recent years there has been increasing interest in 
the properties of the solutions of nonlinear equations 
which describe the coupling of linear modes 1- 3 par­
ticularly in those cases where the linear modes are 
unstable. A question of primary interest is whether 
the nonlinear mode coupling can produce bounded 
solutions when the linear modes are unstable. The 
mathematical problem of establishing the bounded­
ness of all solutions of a system of ordinary differen­
tial equation is one of great difficulty. At present 
there is apparently very few known methods for 
establishing boundedness of all solutions4, the most 
common methods relying on extensions of Liapunov's 
method used in establishing stability. The compli­
mentary problem of establishing sufficient conditions 
under which some solutions are unbounded is, at least 
in principle, considerably simpler. While this infor­
mation does not indicate when there may be only 
bounded solutions, it at least establishes conditions 
under which the mode coupling cannot stabilize the 
linear instability. It should be emphasized that the 
sufficient conditions of interest are those which hold 
for initial states arbitrarily near the stationary point 
[e.g.,6Ix k (0)12 < E in Eq. (1) below]' 

To investigate this problem, we will first consider a 
system of equations describing the interactions be­
tween three linear modes. Another system involving 
two coupled modes will be discussed in Sec. 4. The 
three-mode equations are 

Xl = (IIlX l + f3lX3X~' 
i2 = (112 X 2 + f3 2x 3x 1, 
i3 = (113X 3 + f3;x l x2 , 

(1 ) 

where all quantities are complex, the dot refers to a 
time derivative, and the asterisk indicates the com­
plex conjugate. These equations have been widely 
studied1.3 under a variety of special assumptions 
concerning the complex coefficients «(Ilk' (3 k)' In Sec. 
2 we will also make use of one of the common as­
sumptions concerning the coefficients f3 k in order to 
obtain certain sufficient conditions for the existence 
of unbounded solutions. [Solutions of (1) are called 
bounded if, for all t ~ 0, Llxk (t)12 ~ M< 00 for 
some M.] In this case it will be shown that there is 
an interesting geometric interpretation which also 
clearly indicates the difficulty involved in establish­
ing the boundedness of all solutions. The general 
case of arbitrary (a k' f3 k) will be taken up in Sec. 3, 

where a number of more abstract conditions for 
unbounded solutions will be obtained. In Sec. 4 these 
results will be compared with those obtained for two 
coupled modes. In addition the existence of singular 
solutions will be established under certain conditions. 

As mentioned above, the primary interest in Eq. (1 ) 
is when the linear modes are unstable. If we set 

(2 ) 

then this means that at least one of the Yk is positive. 
Unless noted otherwise, it will be assumed in the 
following that this is the case. 

2. THE CASE 13k = Pkei¢ 

In this section we will assume that the coefficients 
13k in Eq. (1) are of the form 

Note that all rp are the same, but the sign of Pk is 
not restricted to being positive. In this case one 
readily obtains from Eq. (1) 

d 
dt (Pink - Pknj) = 2(YkPjn k - YjPknj), j,k = 1, 2,3, 

(3) 

(4) 

where n k = 1 x k 12. A simple but useful lemma which 
can be applied here, and to other cases with various 
generalizations, is the following: 

Lemma: Consider the equation 

i[F(t) + G2(t)] = aF(t) + bG2(t), (5) 

where a > 0 and b are constants and F(t), G (t) are 
arbitrary functions. If there exists initial states such 
that 

(b - a)[F(O) + G2(0)] > 0 

then, for these states, 

IF(t) + G2(t)1 ~ IF(O) + G2(0)le at, t ~ O. 

The proof is elementary. If b > a, then aF + bG2 > 
a(F + G2), and the result follows for the indicated 
initial states. If b < a, then the same reasoning holds 
for - F - G2. Note that if F(O) can have arbitrary 
sign, then the condition (b - aXF(O) + G2(0)] > 0 can 
always be satisfied. In this case the conclusion holds 
for any constant b (not necessarily positive). 

J. Math. Phys., Vol. 13, No. S, August 1972 



                                                                                                                                    

E X ACT L Y SOL U B L E MOD E L 0 FIN T ERA C TIN GEL E C T RON S 1189 

Mattis Mathematical Physics in One Dimension (Academic,New 
York,1966). 

6 D. Mattis and S. B. Nam (to be published). 
7 D. Mattis, Phys.Rev. Letters 27,1356 (1971). 

8 E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. (N.Y.) 16,407 (1961), 
esp. pp. 439 and ff. 

9 I.e., kL = ±(21T)X integer. 

Unbounded Solutions of Coupled Mode Equations* 

E. Atlee Jackson 
Department of Physics and Coordinated Science Laboratory, University of Illinois, Urbana, Illinois 

(Received 29 February 1972) 

A number of sufficient conditions for the existence of unbounded solutions of two and three coupled mode equa­
tions are obtained when some modes are linearly unstable and all initial amplitudes are arbitrarily small. The 
difficulty of obtaining sufficient conditions for boundedness of all solutions is discussed, and only two such con­
ditions are obtained. In certain cases it is proved that the unbounded solutions are not more rapid than expo­
nential, whereas they can be shown to be singular ("explosive") in other cases. 

1. INTRODUCTION 

In recent years there has been increasing interest in 
the properties of the solutions of nonlinear equations 
which describe the coupling of linear modes 1- 3 par­
ticularly in those cases where the linear modes are 
unstable. A question of primary interest is whether 
the nonlinear mode coupling can produce bounded 
solutions when the linear modes are unstable. The 
mathematical problem of establishing the bounded­
ness of all solutions of a system of ordinary differen­
tial equation is one of great difficulty. At present 
there is apparently very few known methods for 
establishing boundedness of all solutions4, the most 
common methods relying on extensions of Liapunov's 
method used in establishing stability. The compli­
mentary problem of establishing sufficient conditions 
under which some solutions are unbounded is, at least 
in principle, considerably simpler. While this infor­
mation does not indicate when there may be only 
bounded solutions, it at least establishes conditions 
under which the mode coupling cannot stabilize the 
linear instability. It should be emphasized that the 
sufficient conditions of interest are those which hold 
for initial states arbitrarily near the stationary point 
[e.g.,6Ix k (0)12 < E in Eq. (1) below]' 

To investigate this problem, we will first consider a 
system of equations describing the interactions be­
tween three linear modes. Another system involving 
two coupled modes will be discussed in Sec. 4. The 
three-mode equations are 

Xl = (IIlX l + f3lX3X~' 
i2 = (112 X 2 + f3 2x 3x 1, 
i3 = (113X 3 + f3;x l x2 , 

(1 ) 

where all quantities are complex, the dot refers to a 
time derivative, and the asterisk indicates the com­
plex conjugate. These equations have been widely 
studied1.3 under a variety of special assumptions 
concerning the complex coefficients «(Ilk' (3 k)' In Sec. 
2 we will also make use of one of the common as­
sumptions concerning the coefficients f3 k in order to 
obtain certain sufficient conditions for the existence 
of unbounded solutions. [Solutions of (1) are called 
bounded if, for all t ~ 0, Llxk (t)12 ~ M< 00 for 
some M.] In this case it will be shown that there is 
an interesting geometric interpretation which also 
clearly indicates the difficulty involved in establish­
ing the boundedness of all solutions. The general 
case of arbitrary (a k' f3 k) will be taken up in Sec. 3, 

where a number of more abstract conditions for 
unbounded solutions will be obtained. In Sec. 4 these 
results will be compared with those obtained for two 
coupled modes. In addition the existence of singular 
solutions will be established under certain conditions. 

As mentioned above, the primary interest in Eq. (1 ) 
is when the linear modes are unstable. If we set 

(2 ) 

then this means that at least one of the Yk is positive. 
Unless noted otherwise, it will be assumed in the 
following that this is the case. 

2. THE CASE 13k = Pkei¢ 

In this section we will assume that the coefficients 
13k in Eq. (1) are of the form 

Note that all rp are the same, but the sign of Pk is 
not restricted to being positive. In this case one 
readily obtains from Eq. (1) 

d 
dt (Pink - Pknj) = 2(YkPjn k - YjPknj), j,k = 1, 2,3, 

(3) 

(4) 

where n k = 1 x k 12. A simple but useful lemma which 
can be applied here, and to other cases with various 
generalizations, is the following: 

Lemma: Consider the equation 

i[F(t) + G2(t)] = aF(t) + bG2(t), (5) 

where a > 0 and b are constants and F(t), G (t) are 
arbitrary functions. If there exists initial states such 
that 

(b - a)[F(O) + G2(0)] > 0 

then, for these states, 

IF(t) + G2(t)1 ~ IF(O) + G2(0)le at, t ~ O. 

The proof is elementary. If b > a, then aF + bG2 > 
a(F + G2), and the result follows for the indicated 
initial states. If b < a, then the same reasoning holds 
for - F - G2. Note that if F(O) can have arbitrary 
sign, then the condition (b - aXF(O) + G2(0)] > 0 can 
always be satisfied. In this case the conclusion holds 
for any constant b (not necessarily positive). 
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From Eq. (4) one can now establish: 

Eq. (1) has unbounded solutions if (3) holds and 
either of the following conditions hold: 

(a) 'Yj > ° and Yk > 0, 

(b) 'Yj'Yk < ° and PjPk > 0. 

(6) 

These results follow simply from (5) by multiplying 
(4) by either Pj or - P k' It will be noted that conditions 
(6) do not depend on the magnitudes of the w k or 'Yk 
(the magnitudes of the Pk are never of importance, 
since they can be eliminated by renormalizing the nk). 

It is of some interest to note that Eq. (4) can be writ­
ten in terms of determinants, namely 

~ Inj 
Pj 1 = 21

nj 
YkPj I· (4') 

nk Pk nk 'YjPk 

The determinants equal (plus or minus) the area of 
the parallelograms generated by their two respective 
column vectors, only one of which is a function of 
time (and which is constrained to remain in the first 
quadrant). Thus (4) can be interpreted as the time 
rate of change of one area being equal to another area 
both generated by a common vector (~, nk ) in the 
first quadrant. (The relative signs of the two deter­
minants must, of course, be conSidered.) The prob­
lem with establishing boundedness [at least from 
Eq. (4)] is related to the fact that, even if the area 
decreases monotonically, it does not prove that the 
vector (n, nk ) remains bounded. In only one case can 
this be e~tablished: If 'Yj < 0, 'Yk < 0, and PjP k < ° 
then, for all initial states,:s and xk asymptotically 
approach zero. This result is obvious for small xk' 

but not entirely trivial if the xk is initially large. 
However, even in this case, the remaining Xl (for 
which 'Yz > 0) becomes unbounded, so one again has 
no demonstrably bounded situation [however, see (17 )]. 

To obtain further results, dependent on the magnitu­
des of the (w k' 'Yk ), one introduces the action-angle 
variables 

where A k(t) and Bk(t) are re.al function. Substituting 
(7) into (1) yields 

(7) 

Ak = YkAk + PkAk' Akll cos8, (8) 

where k ;r. k' ;r. k", and 8 = 83 - 82 - 81 + 1> 
satisfies 

e = 6.w - (P1Ai1A 2A 3 + P0-:lA 1A 3 + P3X JA 1A 2) 

x sin e. (9) 

From Eqs. (8) and (9) one can obtain 

a: (A 1A 2A 3 sine) = llwAIA2A 3 cosB + r A1A 03 sin8, 

which can be put in the form [using (8)] 

:t (AI A zA 3 sin8 - ~~ A~) = r A1A2A 3 sine 

- 2y (llW)A2 (10) 
k 2Pk k 

for any k. In these equations 

J. Math. Phys., Vol. 13, No.8, August 1972 

(11) 

From (10) one can conclude the following: 

Eq. (1) has unbounded solutions if (3) holds and 
either 

(a) r> 0, 

(b) r = 0, 6.w ;r. 0 (some Yk> 0). 

(12) 

(12a) clearly holds if 6.w = 0. Note that, if 6.w ;r. ° and 
r :S 0, one cannot conclude from (10) that all solutions 
are bounded. If 6.w ;r. 0, then, by taking C = Ak and 
F = - (2p/6.w)A IA03 sin6, one can again apply (5). 
Since F(O) can have arbitrary sign, only the condition 
(12a) is required. Part (b) is based on the fact that if 
d(FC)/ dt = cF2(c > 0), then either FG is unbounded, 
or F tends to zero and FG may remain finite-in 
which case G is unbounded. In either case one has 
unbounded functions. If (12b) holds, one will also have 
a constant of the motion if one of the YI = 0. It is 
noteworthy that conditions (12) do not depend on the 
signs of the nonlinear coefficients P k' 

The results of this section show that if (3) holds and 
there is linearly unstable mode (say 'Y1 > 0), then all 
solutions of (1) can be bounded only if 

'Y2 :S 0, 'Y3 :S 0, P1P2 < 0, P1P3 < 0, (13) 

Y1 + Y2 + 'Y3 :s ° (and 6.w = ° in the case of equality). 

That even these conditions are not sufficient to guar­
antee the boundedness of all solutions is illustrated 
by the following case. Assume that (13) holds, 6.w = 
0, and 'Y2 = Y3' In that case 8 = (0, 1T) are solutions 
of (9), and Eqs. (8) for k = 2,3 are redundant if A2 = 
(P2/P3)V2A3. One can then easily show that Al can 
have unbounded solutions. An important feature of 
this last unbounded solution is that it is related to a 
set of initial conditions which have measure zero 
[namely 6(0) is restricted and (A2' A 3 ) are related}. 
This is one of the characteristic problems which 
arise in trying to establish boundedness-namely one 
must deal with all solutions, including groups of 
measure zero. 

3. GENERAL CASE 

We now consider the general case where 

13k = Pkeir/>k (Pk > 0), (14) 

where (Pk' 1>k) are real and the Pk are now pOSitive 
quantities. Unless noted otherwise, we will assume 
sin(1)k - 1>1) ;r. 0. Substituting 

xk = p--,.1/2A k(t) exp{i[ wkt + £W)]} 

into (1) yields, in place of (8) and (91 

Ak = hAk + VAk,A kll cos(8 + 1>k1 

Ii = llw - V[klAIA2 sin(6 + 1>3) + k:lAIA3 

x sin(8 + 1>2) + A(A2A3 sin(8 + 1>1)]' 

(15) 

where V = (PIPZP3)1!2, 8 = 83 - 82 - 81 and llw = 
w3 - w2 - WI' In the present case, with arbitrary 
phases 1>k' it is only possible to obtain one equation 
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which involves only the square on the amplitudes 
N k = A~. From the first equation of (15) one obtains 

sin(cf>3 - cf>2)N1 + sin(cf>1 - cf>3)N2 + sin(cf>2 - cf>1)N3 

= 2'Y1 sin(cf>3 - cf>2)N1 + 2Y2 sin(cf>1 - cf>3)N2 
(16) 

From (16) we can establish a number of conclusions: 

If the three complex vectors 13k do not lie in the 
same half plane, then the solutions of (1) are (17) 
unbounded, bounded, asympotically tend to 
zero if all Yk> 0, Yk = 0, Yk < 0, respectively. 

This result comes from the fact that, if the 13k do not 
lie in the same half plane, all the sine functions in 
(16) have the same sign, and (17) follows trivially. It 
was concluded by Wilhelmsson, Stenflo, and Engel­
mann3 that a necessary condition for singular ("explo­
sive") solutions of (1) is that the complex vectors (3k 
must lie in the same half plane. This is confirmed by 
(16), because otherwise the magnitude of sin(cf>3 -
cf>2 )N1 + sin(cf>1 - cf>3 )N2 + sin(cf>2 - cf>1 )N3 cannot in­
crease faster than exp[2 max(yV Y2' Y3)t], and hence 
there is no singular solution. It might be noted that 
the existence of singular solutions can never be esta­
blished from linear equations such as (16). Next: 

If sin(cf>k - cf>1) = 0, and if either Yk or 'Yl is () 
positive, then (1) has unbounded solutions. 18 

This is similar to (6) except that the third vector {3j 
now is not colinear with the other two. Another con­
clusion one can draw from (16) is the following: 

Assume that the three vectors {3k lie in the same 
half plane. If the Yk corresponding to the vector 
13k which lies between the other two vectors satis­
fies Yk YI < 0 (for both 1 '" k), then there are solu­
tions of (1) which are unbounded in time. (19) 

Under the assumption of (19), all sine functions in 
(16) do not have the same sign. Label the vectors 
such that cf>3 > cf>2 > cf>1 (cf>3 - cf>l < 1T). If Yv Y3 > 0, 
Y2 < 0, then the function on the right side of (16) is 
positive, and not less than 2 min(yV Y3) times 
sin(cf> 3 - cf>2)N1 + sin(cf>l - cf>3)N2 + sin(cf>2 - cf>1)N3 == 
M(t). Hence for the initial state M(O) > 0, one. has un­
bounded solutions. On the other hand, if Y1' Y3 < 0, 
and Y2 > 0, the right side of (16) is negative, and 
hence d( - M)/ dt is not less than 2Y2 ( - M) and there 
are unbounded solutions if M(O) < O. This establishes 
(19). By an analogous argument one can establish: 

If the three vectors 13k lie in the same half plane, 
and Y2 > (Y1> Y3) > 0 or (Y1> Y3) > Y2 > 0 labeled 
as above), then there are solutions at least expo­
nentially unbounded with growth rates of at least 
21'2 or 2 min(Yl>'Y3)' respectively. (20) 

What is curious is that one cannot establish unboun­
dedness from (16) when the {3k are in the same half­
plane and Y2 lies between Yl and 'Y3-€ven if they are 
all positive. This will be partially remedied below. 

To obtain sufficient conditions involving ~w and r, 
one can proceed by obtaining a generalization of 
Eq. (10). From (15) one finds that, for any k, 

~ (A lA 2A 3 sin(e + cf>k) - ~;Al) 
= rA1A2A3 sin(e + cf>k) - 2Yk (~;)A; 

+ VA~A~, sin(cf>k - cf>k") 

+ VA~A~" sin(cf>k - cf>k')' (21 ) 

where k '" k' '" k". The appearance of the last two 
terms, which are of highest order in the unknown 
functions, complicates the sufficient conditions which 
are most readily obtainable. The most general con­
dition which has been found from (21) is 

Eq. (1) has unbounded solutions if, for some k, 
sin(cf>k - cf>k') sin(cf>k - cf>k") > 0, (r - 2Yk)~W (22) 
sin(cf>k - cf>k') 2: 0 and r 2: 0, 

which may be compared with (12). The first proviso 
of (22) can only be satisfied if all three vectors {3k 
lie in the same half-plane. Even then it is not satis­
fied for one k. The second proviso is clearly the 
strangest in that the sign of ~w and (r - 2yk) enters 
the picture. While it seems doubtful that this is a 
necessary condition, it is required to establish un­
bounded solutions from (21) by our present elemen­
tary methods. 

The proof of (22), which is more tedious than pro­
found, consists of examining each of the many special 
cases satisfying (22) and using arguments similar to 
(5) or the one applied to (12b). These will not be 
given since they are fairly straightforward. One 
effect of the last two terms of (21) is to produce un­
bounded solutions even if r = 0 = ~w [compare with 
(12)]. Indeed, if ~w = 0, one can obtain from (21) 

#t In[A1A2A 3 since + cf>k)] 2: r + 2[sin(cf>k- cf>k') 

x sin(cf>k- cf>k,,)PhAk (23) 

for those k's satisfying (22), and for those initial 
states for which sinCe + cf>k) > 0 (see Sec. 4 for an 
analogous analysis). This proves that there are un­
bounded solutions even if r = O. Moreover, (23) 
strongly suggests3 that these unbounded solutions 
will also be singular, but unfortunately no proof of 
this has yet been found. However, in the case of 
two coupled modes it is fairly easy to prove that 
some solutions have singularities if ~ w = 0 (Sec. 4). 

4. TWO MODE EQUATIONS 

Another system of equations, which is not frequently 
considered despite its physical importance, involves 
the coupling of only two modes (e.g., an unstable mode 
and its harmonic). In this case the equations have the 
form 

. * Xl = a 1x 1 + {31x2Xl' 

:(2 = a 2x 2 + {3~x~, 
(24 ) 

where normally one would be interested in the case 
1'1> O. If the 13k are of the form (3), one can again 
obtain (4) and hence the results (6) (with j = 1, k = 2). 
Moreover, in place of (10), one now obtains 

#t (A~A2 sine - ~: Ai)= rA~ sine 

- 21'k(~)A~, (25) 
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where now e = e2 - 2e1 + cP, ~w = w2 - 2w!, and 
r = 2Y1 + Y2' With these revised definitions the re­
sults (12) again follow. Thus when (3) holds, the 
proofs of unbounded solutions are very similar. 

However, in the more general case when (14) applIes, 
it is no longer possible to obtain an equation analo­
gous to (16). On the other hand, the equation analo­
gous to (21) is somewhat simpler. Using the vari­
ables introduced in Sec. 3, one can obtain from (24) 

~ (A~A2 sin(e + CPk) - ~; A~) 
= rA1A2 sin(e + CPk) - 2Yk ~~~)A~ 

+ kVA(r2kM~~k-1) sin(CPk - CPk')' (26) 

where k' ;e k, V = (P~P2 )1/2, e = e2 - 2e1, and (~w, r) 
are defined as in (25). The most general sufficient 
condition obtained from (26) is, in analogy with (22): 

Eq. (24) has unbounded solutions if, for some (27) 
k, (r - 2Yk)~W sin(CPk - CPk') ~ 0 and r ~ 0, 

where again the signs of ~w and (r - 2Yk) enter. 

The new feature which arises in the present case is 
that one can prove the following result concerning the 
existence of solutions which are singular ("explo­
sive"). 

If ~w = 0 and r ~ 0, then there are solutions 
of (24), with arbitrarily small Ixk(O) I> 0, (28) 
which have movable singularities. 5 

That is, there are solutions which become infinite at 
finite t, the value of which depends on the initial con­
ditions. 

To prove this, subtract Eq. (26) with k = 1 from the 
one with k = 2 (~w = 0). One readily obtains 

#t(A1A2 cose') = rA1A2 cose' + V(2A~A~ + Ai) 

xcos!(~ - CP1\ 

where e' = e + ! (CP1 + ¢2). Assume that coS!(CP2 - CPl) 
> 0 (if negative, then multiply by minus one, and re­
place cose' by - cose' in all that follows), and note 
that 2A~A~ + Ai ~ (A~A2)4/3. Then 

~(A~A2 cose') ~ rA~A2 cose' 

+ V(A1A2 )4/3 coS!(CP2 - CP1) cose'. 

We consider those initial states for which cose'(O) > 
0, then for all t ~ 0 for which 1 A ~A 21 < CXl; the last 

• This work was supported wholly by the Joint Services Electron­
ics Program (U.S. Army, U.S. Navy, and U.S. Air Force) under 
Contract DAAB-07-67-C-0199. 

1 A great deal of literature concerning mode coupling has been 
published. See, e.g., V. N. Tsytovich, Nonlinear Effects in Plasma 
(Plenum, New York, 1970); R. Z. Sagdeev and A. A. Galeev, Non­
linear Plasma Theory (Benjamin, New York, 1969); A. S. Bakai, 
Nuclear Fusion 10, 53 (1970). Instabilities induced by nonlinear 
mode coupling of definite phases have been studied by R. C. 
Davidson and A. N. Kaufman, J. Plasma Phys. 3,97 (1968t F. 
Engelmann and H. Wilhelmsson, Z. Naturforsch. 24a, 206 (1969~ 
A. Jarmen, L. Stenflo, and H. Wilhelmsson, Phys. Letters 29A, 217 
(1969). 
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equation implies that cose'(t) > O. Dividing by A~A2 
cose' and integrating yields 

In(A~A2) ~ In(A~A2 cos8') ~ 3a + rt 

+ V cost (CP2 - CPl)f (A1A 2}1/3dt', 

where the constant a is related to the initial condi­
tions. We now neglect (r ~ 0) and write this in the 
form 

InF ~ a + b t F(t ')dt', o 

where a = tv cost(CP2 - CP1)' The function G(t) = 
[e- c - btr1 satisfies the equation 

InG = c + b t G(t')dt'. o 

Subtracting this from the last equation yields 

In(F/G) ~ a - c + b lot [F(t') - G(t)dt', 

and choosing c such that a - c > 0 proves that F(t) 2: 

G (t) for all t > 0 such that 1 F(t) 1 < CXl. Thus A ~A 2 
has a singularity which is not less than [t 0 - t]-3, for 
these initial states. The above analysis is easily 
generalized (by retaining rt) to show that if the ini­
tial states satisfy VlcoS!(¢2 - CP1)1 (A~A2)1/3 + r> 0, 
then there are solutions which are Singular (even if 
r < 0). In other words, for finite initial states there 
are singular solutions if r is not negative too. 

5. CONCLUSION 

It has been shown that under a number of conditions 
the solutions of (1) and (24), in which one linear mode 
is unstable, are unbounded. In certain cases it was 
possible to show that the unbounded solutions are not 
more rapid than exponential, whereas in other cases 
they have movable singularities. 5 The fact that the 
mode coupling does not produce bounded solutions 
under more general conditions is undoubtedly due to 
the particular form of the couplings which appear in 
these equations. This convolution form of coupling, 
with its off-diagonal character, allows for a number 
of possible "leaks" in the phase plan (x l' x1, ... ). 
Indeed, only the last two cases in (17) give any assu­
rance that there are cases for which (1) [but not (24)] 
has only bounded solutions, and these do not refer to 
the situation where some Yk > O. What would be of 
greater physical interest are the properties of the 
solutions of systems with the combined couplings in 
both (1) and (24). Clearly more sophisticated meth­
ods of analysis must be developed before these inter­
esting questions can be answered. 

2 Instabilities induced by nonlinear mode coupling, assuming ran­
dom phases, have also been extensively studied. See, e.g., R. E. 
Aamodt and M. L. Sloan, Phys. Letters 19,1227 (1967t Phys. 
Fluids 11,2218 (1968). M. N. Rosenbluth, B. Coppi, and R. N.Sudan, 
Plasma Phys. Controlled Nucl. Fusion Res. 1, 771 (1968); Ann. 
Phys. (N.Y.) 55,207,248 (1969). 

3 H. Wilhelmsson, J. Stenflo, and F. Engelmann, J. Math. Phys.ll, 
1738 (1970). 

4 For example, see "Boundedness and Stability," by H. A. Antosie­
wicz in Nonlinear Differential Equations and Nonlinear Mecha­
nics, edited by J. P. LaSalle and S. Lefschetz (Academic, New 
York, 1963), p. 259 

5 E. L. Ince, Ordinary Differential Equation (Dover, New York, 1947). 
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The problem of polynomial solutions of differential equations which are of interest in physics is studied by the 
Hardy-Lebesgue space technique. 

INTRODUCTION 

The Hardy-Lebesgue space X 2(D) which is a Hilbert 
space consisting of analytic functions in the unit disc 
D of the complex plane is particularly suitable for 
the study of the problem of" polynomial solutions" of 
differential equations. Such solutions have led to the 
classical orthogonal polynomials which are of parti­
cular interest in physics. 

In a recent paper1 one of us (E. K. 1.) has presented a 
uniform technique for the study of differential and 
difference equations in the Hardy-Lebesgue space. 
The approach is based on the representation of the 
Hardy-Lebesgue space by means of the unilateral 
shift operator and the reduction of the problem of so­
lution of differential and difference equations in X 2 (D) 
to a perturbation problem of nonself-adjoint operators 
in an abstract separable Hilbert space X. 

In the present work we extend this approach to the 
study of differential equations of physics and examine 
the conditions under which these equations have poly­
nomial solutions. 

1. THE REPRESENTATION OF THE HARDY­
LEBESGUE SPACE BY MEANS OF THE SHIFT 
OPERATOR 

Denote by X an abstract separable Hilbert space over 
the complex field, by X 2 (D) the Hardy-Lebesgue 
space consisting of all analytic functions fez) = 6::'=1 
(l(n)zn-1, /z / < 1 with the additional property 6:"=1 
/ (l(n) 12 < 00, by {en} ::'=1 an orthonormal basis in X and 

by V the unilateral shift operator (V: Ven = e n+1). We 
can easily see that the following statements hold1.2 : 

(1) Every value z in the unit disc (Iz 1 <1) is an eigen­
value of v*, the adjoint of V, and the set of eigenele­
ments fz = 6 n"':1 zn-1en forms a complete system in 
X, in the sense that if f is orthogonal to fz for every 
z:lzl<l,thenf=O. 

(2) The mapping fez) = </.,f),f E X is an isomorph­
ism from X onto X 2 (D). 

(3) If Co is the diagonal operator, Co: Coen = nen , 
n = 1,2 ... , and fez) = (fz,J), then 

zf(z) = (fz, Vf), (1) 

!'(z) = (fz,Co V*f), (2) 

f"(z) = U z ,(CoV*)2f), (3) 

f(n)(z) = U z ' (Co v*)nf), (4) 

z!'(z) = U z , (Co - I)f), (5) 

z2j"(z) = U z , (Co - I)(Co - 21)f), (6) 

znf(n)(z) = Uz,(Co - I)(Co - 2/) .. '(Co - nl)f), (7) 

zj"(z) = (z!'(z»' - f' = U z , (Co V*Co - 2Co V*)f), (8) 

1193 

z2f"'(Z) = (z2j"(z»' - 2zj"(z) 

= {fz ,(Co V*C~ - 5C o V*Co + 6C 0 V*)f), (9) 

zj"'(z) = (zj"(z»' - f"(z) 

= U z ' (Co V*Co V*Co - 3Co V*Co V*)f) etc. (10) 

n. DIFFERENTIAL EQUATIONS WITH POLYNOMI­
AL SOLUTIONS 

Consider the general differential equation leading to 
the classical orthogonal polynomials 

(a + aoZ + (3z2) j"(z) + (J.L + yz)f'(z) + bf(z) == o. 
(11) 

Due to (2),(3),(5),(6),and (8) the corresponding oper­
ator1 in X is 

T = a (Co V*)2 + J.LC o V* + ao(Co V*Co - 2Co V*) 

+ {3(Co - 1 )(Co - 21) + y(Co - I) 

or in virtue of [v: CoL = V*: 

T == aCo(Co + I)V~ + [aoC o (Co + I) 
+ (J.L - 2a o)C o]V* + (3(C o - I)(C o + 21) 

+ y(C o - I). 

This operator is of the general form 

T 2 = A2 V*2 + A 1 V* + Ao, 

(12) 

(13) 

where Ai' i = 0,1, 2,are diagonal operators Ai: Aien 
= (li(n)en , i= 0,1,2, n == 1,2, .. •. 

The operator (13) leaves, obviously, invariant every 
finite-dimensional subspace X n , spanned by the ele­
ments {e1,e 2 , ••• , en}' T 2 has, therefore, restricted in 
the subspace X n , a nonempty purely point spectrum. 

Proposition 1: The eigenvalues of T 2 restricted 
on the subspace Xn are precisely the values (lo(m), 
m == 1,2, ... ,n. 

Prool: Let 

T21 = Af (14) 

with A ;.' O!o(m), m = 1,2, ... , n and IE X n • Then 
scalar multiplication of (14) by en gives (f,en ) = 0; 
consequently, scalar multiplication by en- 1 gives 
(f,en- 1) = 0 etc,Le.,J = O. Hence A::= (lo(m), m = 1, 
2, ... ,no Conversely, given an (lo(m), m.'$ n,it is 
possible to determine the coefficients x l' X 2' ..• , xm 
of the element I == 6;":1 xie;, where Xi' i = 1,2, ... ,m 
not all zero in such a way that (14) is satisfied for 
A = (lo(m). In fact, for A = (lo(m) we are led to a linear 
homogeneous system of m - 1 equations with m un­
knowns. We can normalize I by taking xm = 1 and de­
termine recurSively the other components. Of course, 
without loss of generality we assume that O!o(i) ;.' 
(lo(m), i< m because if (lo(i) = (lo(m) for i< m then 
instead of A = (l o(m), we consider A = (lo(i) and instead 

J. Math. Phys., Vol. 13, No.8, August 1972 



                                                                                                                                    

1194 E. K. I FAN TIS AND C. B. K 0 URI S 

of the element 'E~I xjej> the element 'Ej=1 xjej" 

Proposition 1 holds in general for every operator T k 

of the form T = AkV*k + Aid V*k-I + ... + Al V* 
+ Ao. It also holds for the operator 

( 15) 

which is of particular interest. 

Remark: In Ref. 1 the typical example of the ordi­
nary Schrodinger equation for a class of meromorphic 
potentials of the form U(z) = anz-n + '" +_a2z-2 + 
aIz- 1 + w(z) was studied, where w(z) E JC 2(D) Le., 
w(Z)/(Z)E JC 2 (D) for every I(z) E JC2 (D). 

The condition w(z)/(z) E JC 2 (D) for every I(z) E JC~(D) 
was used for the boundedness of the operator W( V). 

For ai = 0, i = 3,4, ..• , n it has been proven that the 
Schrodinger equation has solutions in JC2 (D) for 
a2 S; a(n) = (n - 1)(n - 2), n = 1,2," '. However, 
Proposition 4 of Ref. 1, which refers to a counter 
example for the exclusion of the case 

a2 = a(n), n = 1,2,"', (16) 

for some n, is false. Obviously, the element I = ~e 2 + 
e 3 is an eigenelement of T = A + V* - i V*2 [opera­
tor (12) of Ref.1];with eigenvalue a(3) = 2. This is 
also an eigenvalue of T = A + V - ~ V2. According 
to Proposition 1, which can be easily generalized, and 
due to the fact that Sp( T) = Sp( T*), (16) always holds. 

Proposition 2: For the operator (15) restricted on 
the subspace JCn if one of the values a l (n) vanishes, 
say a l (k) = 0, then the eigenvalues are also the values 
ao(m);but the corresponding eigenelements for m > k 
have the form 

m 

I = 'E x.e., x.7:- 0. 
i=kti " , 

The proof is similar to that of Proposition 1. 

Proposition 3: For Ao = ° the only possible eigen­
value of T k' restricted on the subspace JCn is the 
point zero. 

Prool: Let >. 7:- ° be an eigenvalue of T k with the 
eigenelement 17:- 0. Then scalar multiplication of the 
eigenequation by en' en-I' •• , leads to I = ° which con­
tradicts the hypothesis. 

The above propositions cover the cases of hypergeo­
metric equations and the equations leading to the 
Bessel, Laguerre, Hermite, Legendre, Gegenbauer, 
and Jacobi polynomials. 

m. APPLICATIONS 

A. The Hypergeometric Equationz(1- z)f"(z) + 
[I' - (a + f3 + 1)z]/'(z) - af3f(z) = ° 

The corresponding operator is of the form (15) where 
Al = Co(Co - I + 1'), Ao = - (Co - I)(Co - 21) -
(a + f3 + 1)(Co - I) and>. = af3 are the eigenvalues. 
Hence 

ao(n) = - (n - 1)(n - 2) - (a + f3 + 1)(n - 1), 

al(n) = n(n-1 + 1'). 
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According to Proposition 1 for a l (n) 7:- 0, n = 1,2, ... 
Le.,y 7:- - n,n = 0,1,2, ... , we have polynomial so­
lutions if and only if 

af3 = - (n - 1)(n - 2) - (a + (3 + 1)(n - 1), 

n = 1,2, ... , 
or 

a{3 = - n(a + (3 + n), n = 0,1,2,"', 
or 

f3(a + n) = - n(a + n),Le.,if and only if 

either 

a=-n, n=0,1,2,"', or{3=-n, n=0,1,2,···. 

In the case that I' = negative integer or zero, it fol­
lows from Proposition 2 that we again have polyno­
mial solutions if a or f3 = - n, n = 0,1,2, .. '. 

The polynomials in this case [y = - m, a I (m + 1) = 0, 
m < n] are of the form 

n 

f(z) = . 'E Ci+IZi. 
J,:=m+l 

B. The Kummer-Laplace (Confluent Hypergeometric) 
Equation zj"(z) + (a + 1- z)j'(z) + bl(z) = ° 

In this particular case we have from (2),(5),and (8) 

TI = Co(Co + a1)V* - (Co - 1). 

Hence 

Al = Co(Co + aI), Ao = - (Co - I), 

and 

al(n) = n(n + a), ao(n) = - (n - 1). 

Thus, for a 7:- - n, n = 1,2, .•• , we have polynomial so­
lutions if and only if b = n - 1, n = 1, 2, ... , or b = n, 
n = 0,1,2,···. These solutions are the well-known 
generalized Laguerre polynomials L ~(z) • 

If a1(k) = k(k,+ a) = O,Le.,a =- k,then ekti is an 
eigenelement of T 1 with eigenvalue b = k and the cor­
responding to n = k + 1 solution is of the form I(z) = 
cz k • 

C. The S-Wave ScbrOdinger Equation 

Consider the equation 

f"(z) +.!!:. I(z) = 0, d 7:- 0, z 
Le., the S-wave Schrodinger equation for Coulomb po­
tential at zero energy. From (8) we have 

TI = Co(Co - I)V* 

and>. = - d 7:- O. From Proposition 3 it follows that 
the above equation for d 7:- ° does not accept a poly­
nomial solution. 

D. The Bessel Polynomials 

These orthogonal polynomials were encountered by 
Burchnall and Chaundy3 and studied by Krall and 
Frink4 and Burchnall.5 They are related to the Hankel 
functions of imaginary argument. The differential 
equation is 

z2f"(Z) + (az + al),!'(z) + bl(z) = O. 

In that case from (2),(5),and (6) we have 
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For a 1 it' 0 we have polynomial solutions if and only 
if b = - n(a + n - 1), n = 0,1,2, ...• These are the 
Bessel polynomials. In the special case z2f"(z) + 
(2z + 2)!'(z) + bf(z) = 0 considered also by Krall and 
Frink in connection with certain solutions of the wave 
equation we have a = a1 = 2 and b = - n(n + 1), n = 
0, 1, 2, . . .. For a 1 = 0 the operator T 1 is diagonal 
with eigenelements the basis {en}!, i.e., the solutions 
in this case are the polynomials zn, n = 0, 1,2, .... 

E. The Hermite Polynomials 

In the {q} representation the equation of the one-di­
mensional harmonic oscillator is 6 

f"(z) - 2z!'(z) + bf(z) = O. 

The corresponding operator is 

Here 0!2(n) = n(n + 1) it' 0 for n = 1,2, .•.. From Pro­
position 1 it follows that the above equation has poly­
nomial solutions if and only if b = 2(n - 1), n = 1, 
2,'" or b = 2n, n = 0,1,2,···. These are the well­
known Hermite polynomials. 

F. The Legendre PolynomialS 

Consider the equation 

(1 - z2)f"(z) - 2z!'(z) + bf(z) = O. 

In this case we have 

T2 = CoCCo + I)V*2 - (Co - /)2, 

where 0!2(n) = n(n + 1) it' 0 for n = 1,2,·· .• We have 
polynomial solutions if and only if b = (n - 1)2, n = 
1,2,··· or b = n2 , n = 0,1,2,·· .• These are the 
well-known Legendre spherical polynomials. 

G. The Gegenbauer Polynomials 

Consider the equation 

(1- z2)f"(z) - (2a + 1)z!'(z) + bf(z) = 0; 

we have 

Here again a 2(n) = n(n + 1) it' 0 for n = 1,2,···. We 
have polynomial solutions if and only if b = n(n + 2a), 

1 E.K.lfantis,J.Math. Phys. 12, 1961 (1971). 
2 E. K. Ifantis, J. Math. Phys. 11,3138 (1970). 
3 T.L.Burchnall and T.W.Chaundy,Proc.Roy.Soc.(London) 134A, 

471 (1931). 
4 H. L. Krall and O. Frink, Trans. Amer.Math. Soc. 65.,100 (1949). 

n = 0,1,2,···. These are the so-called Gegenbauer 
or ultraspherical polynomials. 

H. The Chebyshev Polynomials 

Consider the equation 

(1 - z2)f"(z) - z!'(z) + bf(z) = O. 

In that case 

We obtain the so-called Chebyshev polynomials if and 
onlyifb=n2, n=0,1,2,···. 

Note that in examples E-H, Al = O. This means that 
a 1 (n) = 0, \f n and we are led to even or odd polyno­
mials. 

I. The Jacobi or Hypergeometric Polynomials 

For the hypergeometric differential equation 

(1- z2)f"(z) + [/31 - a1 - (a1 + /31 + 2)z]f'(z) 

we have 
+ bf(z) = 0, 

T2 = Co(Co + I) V*2 + (/31 - a 1 )C O V* 

- (Co - /)(Co + a1 + /31)· 

Proposition 1 holds for both cases f3 1 - a l ;r. 0 or 
f3 1 - a1 = O. Thus, we obtain polynomial solutions if 
and only if b = n (a1 + f3 1 + n + 1), n = 0,1,2, .... 
These polynomials are the well-known Jacobi or 
hypergeometric polynomials. 

IV. GENERALIZATION 

Consider the n -order differential equation 

[Pn-1(z) + anzn]y(n> + [Pn- 2(z) + a n_1zn - 1]y(n-u + ... 

+ [Po(z) + a1z]y' + by = 0, (17) 

where Pn are polynomials of degree n. 

Denote by n the operator in ;}C, which corresponds to 
the above differential operator in ;}C2(D) and by open) 
the diagonal operator, which corresponds to the 
Euler-type part ~zny(n> + an_lzn-1y<n-l) + ... a1zy'. 
Then according to the generalization of the Proposi­
tion 1 we conclude that the necessary and sufficient 
condition for Eq. (17) to have a polynomial solution is 

- b = spectrum of op(n). 

Op(n) is given by (5)-(7). 

5 J.L.Burchnall,Can.J.Math.3,62 (1951). 
6 This equation follows from the conventional one: y" + (;>.­

a 2x 2)y = O,if one makes the substitutions y =1' exp(- ~ClX2), 
z=a 1l2x, b=(;>.!CI)-l. 

J. Math. Phys., Vol. 13, No.8, August 1972 



                                                                                                                                    

Contributions to the Theory of Multiplicative Stochastic Processes 
Ronald Forrest Fox 

School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332 
(Received 7 February 1972; Revised Manuscript Received 9 March 1972) 

The theory of multiplicative stochastic processes is contrasted with the theory of additive stochastic processes. 
The case of multiplicative factors which are purely random, Gaussian, stochastic processes is treated in detail. 
In a spirit originally introduced by theoretical work in nuclear magnetic resonance and greatly extended by 
Kubo, dissipative behavior is demonstrated, on the average, for dynamical equations which do not show dissipa­
tive behavior without averaging. It is suggested that multiplicative stochastic processes lead to a conceptual 
foundation for nonequilibrium thermodynamics and nonequilibrium statistical mechanics, of marked generality. 

1. INTRODUCTION 

The purpose of this paper is to present results in 
the theory of "multiplicative stochastic processes." 
The physical applications of this theory will be pre­
sented in a sequel to this paper. 

Effective use of stochastic processes in physics was 
first achieved in the theory of Brownian motion.1 

The basic ideas were generalized by Onsager and 
Machlup in their theory of fluctuations and irrever­
sible processes.2 Further generalizations, which 
resulted in a general stochastic theory for the linear 
dynamical behavior of classical thermodynamical 
syst'ems, close to but not yet in full equilibrium, were 
presented by Fox and Uhlenbeck. 3 ,4 The theory of 
Fox and Uhlenbeck includes the Langevin theory of 
Brownian motion and the Onsager and Machlup theory 
for irreversible processes as special cases. In addi­
tion, it includes the linearized fluctuating hydrodyna­
mical equations of Landau and Lifshitz 5 and the 
linearized fluctuating Boltzmann equation as special 
cases. 

In each of these special cases, and in the general 
theory, the mathematical description used involves 
either linear partial integro-differential equations 
or linear matrix equations which are inhomogeneous. 
The inhomogeneity is the stochastic "driving force" 
of the process. Consequently, we shall refer to these 
processes as "additive stochastic processes." The 
processes to be presented in this paper will be seen 
to involve homogeneous equations in which the sto­
chastic "driving force" enters in a multiplicative 
way. These processes will, consequently, be called 
"multiplicative stochastic processes." 

Multiplicative stochastic processes arise in a natu­
ral way in the field of nuclear magnetic resonance. 
The nature and history of this development may be 
found in a paper by Redfield. 6 Major generalizations 
of these ideas for other areas of physics have been 
presented by Kub07- 9 Kubo has also pursued the 
mathematical foundations for a theory of multiplica­
tive stochastic processes in his work. The speCial 
attention paid to purely random, Gaussian, stochastic 
processes in this paper will serve to further clarify 
and support the spirit of Kubo's earlier work. 

2. MATHEMATICAL PRELIMINARIES 

The fundamental stochastic process to be considered 
here is the purely random, stationary, Gaussian pro­
cess.10 Let q,(t) denote such a process. Processes 
with an average value of zero will be considered 
throughout. This is denoted by 

(q,(t» = O. (1) 

The mean square correlation is given by 

(q,(t) q,(s» = 2X1i(t - s), (2) 

where A is a constant. The purely random quality of 
the process is reflected in the presence of o(t - s). 
The dependence upon time differences only, in (2), 
reflects the condition of stationarity. The Gaussian 
property may be introduced in terms of the higher 
order averaged products. All odd order averaged 
products are zero: 

All even order averaged products are given by 

(q,(t 1)··· q,(t2n » = _1_ ~ j~l (q,(tp(2)q,(tP(2r1))) 
2nn! PES2n 

1 n 
= -- ~ 2n i\n IJ 0(tP(2j) - tp(2j-1»' (4) 

2nn! PES2n )-1 

~PES denotes the sum over all permutations p of the 
symril"etric group of order (2 n)!, S2n' Because the 
two orders of the arguments of a delta function give 
the same value and because each arrangement of fac­
tors in a product of delta functions gives the same 
value, each distinct term in (4) is (2nn! )-fold redun­
dant. Since S2n is of order (2n)! the expression in (4) 
has [(2n)!/2nn!] = 1'3'5'" (2n -1) distinct terms. ll 

3. ADDITIVE STOCHASTIC PROCESSES 

The prototype for the application of stochastic pro­
cesses to physical phenomena is found in the theory 
of Brownian motion. 1 ,3,lO,12,13 The velocity u(t) of 
a heavy particle with mass M in a fluid which is in 
thermal equilibrium obeys the Langevin equation 

Md~~t) = _ au(t) + F(t), (5) 

where a is the dissipative, friction coefficient, and 
F(t) is a purely random, stationary, Gaussian driving 
force. It is thought that F(t) corresponds with the 
true microscopiC force on the heavy particle which 
is produced by a great quantity of collisions in rapid 
succeSSion, between the heavy particle and the mole­
cules constituting the fluid. From a point of view 
which considers time on a much longer scale than the 
scale determined by the time between collisions, the 
true force may be replaced by F(t). This means that 
Mia » Te , where Te measures the microscopiC colli­
sion correlation time, and Mia measures the relaxa­
tion time from the macroscopic viewpoint. 

By assuming that F(t) is purely random we have that 

(F(t)F(s» = 2D5(t - s), (6) 

which means that microscopiC collision correlations 
last effectively "no time" in the macroscopiC time 
scale. In this way, a purely random process is used 
to describe a situation involving two distinct time 
scales: a microscopic time scale and a macroscopiC 
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time scale. Because the fluid remains in thermal 
equilibrium throughout the relaxation process, f(t) 
is also stationary. The Gaussian property for F(t) 
may be thought to be a consequence of the _central 
limit theorem of probability theory since F(t) results 
from the collective effect of large numbers of ther­
mally randomized collisions. USing the equipartition 
of energy theorem leads one to the Einstein relation 

(7) 

in which T is the temperature, and KB is Boltzmann's 
constant. Equation (7) is the prototype of so-called 
fluctuation-dissipation theorems. 3 ,4 

Equation (5) is manifestly inhomogeneous and exhibits 
the" additive" quality of this stochastic process. The 
process described by (5) is a one-component station­
ary, Gaussian, Markov process. The generalization 
to N-component stationary, Gaussian, Markov pro­
cesses has the form 3 

d ",-
dt ai(t) = ~ Aij aj (t) + L..J 5ij aj (t) + Fi(t), 

] .1 

(8) 

where i = 1,2, ... ,N, Aij is an N x N antisymmetric, 
real matrix, 5 .. is an N x N symmetric, real matrix 
with nonpositiie eigenvalues, and Fi(t) is an N-com­
ponent purely random, stationary, Gaussian "driving 
force". The analog to (6) is 

where Qi' is a symmetric matrix with nonnegative 
eigenval~es. Corresponding with (7) is the general 
fluctuation-dissipation theorem 

(9) 

(10) 

where Gij = Aij + 5ij , and Eij is the entropy matrix 
which appears in the second-order formula for the 
entropy 

5(t) = 50 - ~KB~ ~ a;(t)EiPj(t). 
• J 

(11) 

Ei . is symmetric and positive definite. Note that (8) 
is] also manifestly an "additive" stochastic process, 
with N components. The general physical applicability 
of (8)-(11) suggests that the interactions generated 
by a macroscopic system which is fluctuating about 
its equilibrium state may be characterized as purely 
random, stationary, Gaussian "forces." 

4. MULTIPLICATIVE STOCHASTIC PROCESSES 

An alternative usage for stochastic processes in the 
description of nonequilibrium processes is possible. 
The prototype for this alternative method will be 
called "frequency fluctuation dissipation." In Kubo's 
work this is the example of a harmoniC oscillator 
with a randomly modulated frequency. 7 

Consider a harmonic oscillator described by the com­
plex variable a(t). The equation of motion is 

:t a(t) = iwoa(t), (12) 

where i = ~,and Wo is the frequency of OSCillation. 
The solution is (12), is trivial, and is 

(13) 

Suppose that the oscillator is at temperature T, so 
that those physical properties which determine w 0 

exhibit thermal fluctuations. For instance, the length 
of a pendulum or the spring constant of a Hooke's 
law spring are such properties. As a consequence, 
the frequency of the oscillator will fluctuate. We will 
assume that this frequency fluctuation may be charac­
terized by a purely random, stationary, Gaussian pro­
cess ~(t) with mean value zero. The properties of 
~(t) are given by (1)-(4). Equation (12) becomes 

d . -
dt a(t) = z[wo + cp(t)]a(t). (14) 

The homogeneity of (14) is manifest, and the "multi­
plicative" nature of the stochastic process is evident. 
It will be proved that the average value of (14) is 

:t (a(t» = (iwo - A)(a(t». (15) 

The solution to (15) is clearly a damped oscillation, 
whereas the solution to (14), without averaging, is 
oscillatory. This example must be distinguished from 
an example of damped oscillations which arises from 
the Brownian motion of a harmonic oscillator. 3 

Proof of Eq. (15): The formal solution to (14) is 

a(t) = eiwo t exp(i J~ ~(S)ds)a(O). (16) 

Therefore, 

(a(t» = eiwo t ~xp i(J~ ~(S)ds)a(O). 
However, 

Using (3) gives, for odd n = 2 m- 1, 

«J~ ~(S)dS)~ = J~ '" J~ (~(sl)'" 
X ~(s2m-l»dsl ... dS 2m-1 = O. 

Using (4) gives,for evenn = 2m, 

«J~ ~(S)dS) 1 
{t {t _ _ 

= Jo'" Jo (CP(Sl)'" cp(s2m»ds 1 •• , dS 2m 

Am = -(2m)!tm. 
m! 

Putting (20) and (19) into (18) gives 

(17) 

(18) 

(19) 

(20) 
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I. (. t - ) 0() (i)2m ~ m I m ~Xp l fo cp(s)ds = Eo (2m)! m! (2m). t 

= 23 (_~~)m = e-At. (21) 
m~O m. 

Therefore, putting (21) into (17) gives (15). This 
completes the proof. 

Because of (15), it is clear why (14) is called fre­
quency fluctuation dissipation. This is an example of 
a one-complex-component situation. There is also 
an N-complex-component generalization for multi­
plicative stochastic processes. However, it will later 
be shown that a multicomponent-complex situation is 
a special case of a multicomponent real variable 
generalization. Therefore, the multicomponent gene­
ralization will be given for the real variable case. 
The multicomponent case is proved using the purely 
random character of the stochastic "force" and the 
Gaussian property of its higher order averages. 

Let aa(t) for a = 1,2, ... ,N be an N-component real 
process which satisfies the equation 

(22) 

where Aaa' = -Aa'a aEd Aaa,(t) = -Aa,a(t). The 
matrix components of Aaa,(t) will be assumed to be 
purely random, stationary, Gaussian processes with 
average values of zero, and therefore, we have 

(iiaa,(t» = 0 for all a and a', 

(iias{t)Allv(s» = 2 Qatlllvo(t - s), 

(ii" v (S2n-1)···A" v (sl»=O, 
'-2n-1 2n-1 '-1 1 

(A" v (s2n)'" A" v (Sl» 
'-2n 2n '-1 1 

The average value of (22) is 

(23) 

(24) 

(25) 

(26) 

d
dt (aa (t) = ~ Aaa' (aa,(t» + ~ ~ Q aeea,(aa' (t». (27) 

a' a' e 

This is the generalization of (15). 

The proof to (27) is found in the Appendix. Here, we 
will give a plausibility argument for (27) which is 
made rigorous by the more lengthy, rigorous, proof 
in the Appendix. The irreversibility implicit in (27) 
will be demonstrated following the plausibility argu­
ment. 

From (22), by averaging, we get 

:t (aa(t» = z::; Aaa' (aa,(t» + ~ (Aaa,(t)aar(t». (2-8) 
a l a l 

It is the second term on the right-hand side of (28) 
which needs simplification. Integrating (22) with res­
pect to time between t - T and t gives 
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+ ~ f:- T Aaa, (S )aa, (S) ds. (29) 
a' 

Multiplying (29) by Alla(t), and summing over a gives, 
upon averaging the sum, 

~ (Asa(t)aa(t) - ~ (Atla(t)aa(t - T» 
a a 

+ ~ ~ tT (Alla(t)Aaa,(s)aa,(s»ds. (30) 
a a' 

Now, it seems plausible that because of (24) and (26) 
that 

(31) 

and 

(32) 

Using (31) and (32) in (30) will give 

~ (Atla(t)aa(t» = ~ ~ l-T (ASa{t)Aaa,(s)aa,(s»ds. 
a a a' (33) 

Using the Gaussian property of Allv(t) and (23) makes 
it plausible that 

~ ~ ft~T (Atla(t)Aaa,(s)aa,(s»ds 
a a' 

= ~ ~ l-T (ASa{t)Aaa,(s» (aa,(s»ds. (34) 
a a' 

For the right-hand side of (34) we use (24) and get 

~ ~ l-T (Asa(t)Aaa,(s» (aa,(s»ds 
a a' 

= ~ ~ tT 2QSaaa,o(t - s)(aCi/(s»ds 
a a' 

= ~ ~ Qtlaaa,(aa,(t». (35) 
a a' 

Putting (35) with (34) into (33) gives 

~ (ABa(t)aa(t» = ~ ~ QBaaa,(aar(t»· (36) 
a a' a 

Returning to (28) with (36) gives (27), if we simply 
rename indices. This plausibility argument depends 
upon the truth of (31), (32), and (34). In the Appendix 
it is shown that the result obtained in (27) is rigo­
rously achieved. 

5. lRREVERSlBlLITY 

The irreversibility in (15) is obvious. That of (27) is 
less easily seen. To see that irreversibility arises 
from averaging, we will consider both 4 aa(t) aa(t) 
and ~a (aa(t» (aa(t» using both (22) and (27). 

Using (22) and the antisyrumetry of both Aaa, and 
..4. aa , (t) gives 

#t ~ aa(t)aa(t) = 2 z::; ~ aa(t)Aaa,aa,(t) 
ex. 0:. a' 

+ 2 z::; z::; aa(t)A"",(t)a",(t) = O. (37) 
a a' 
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Therefore ~a aa(t)aa(t) is a conserved quantity dur­
ing the unaveraged time evolution. Using (27) and the 
antisymmetry of Aaa' gives 

d 
dt L; (aa(t) (aa(t) = 2 L; L; (aa(t)Aaa,(aa,(t) 

a a a' 

+ 2 L; ~ L; (aa(t) Qaeea,(aa,(t) 
a a' e 

= 2 L; L; L; (aa(t)QaetJa,(aa,(t). (38) 
ct a' e 

From (24) it follows that 

(39) 

LetYa be an arbitrary N-component vector. Using 
(39) gives 

L; ~ ~ yaQaeea'Ya' 
ex ct. 1 B 

= L; L; L; J~ Ya(Aae(t)Aea,(s)Ya,ds 
a a' e 

= - P J~ «~ Aea(t)Ya)(p, Aea,(S)Ya)dS 

:s O. (40) 

The last equality in (40) follows from the antisym­
metry of the matrix AJ.lv(t), and the inequality follows 
from the form of the integral. Putting the results 
expressed by (40) into (38) gives 

:t L; (aa(t) (aa(t» = + 2 L; L; E (aa(t) 
Ci a at e 

x Qaeea,(aa,(t):s O. (41) 

Therefore the quantity L;a (aa(t) (aa(t) shows a 
monotonic decrease to its equilibrium value. The 
inequality in (40) shows that the matrix Ee Qaeea' is 
a symmetric matrix with nonpositive eigenvalues. If 
all the eigenvalues of L;e Qaeea' are also nonzero, 
then the equilibrium state corresponds with (aa) = 0 
for all QI = 1,2, ... ,N. The possibility of zero value 
eigenvalues of L;e Q aeea' corresponds with the pos­
sibility of certain linear combinations of the (aa(t)'s 
being conserved quantities during the overall ap­
proach to equilibrium. In this case equilibrium is 
not characterized by (aa) = 0 for all QI = 1,2, ... ,N; 
for some QI, (aa) ;C- O. 

6. COMPLEX COMPONENT CASE 

A problem closely related to the real case just des­
cribed involves N complex components C a(t) for 
QI == 1, 2, .•. ,N satisfying the equation 

. d ~ ~ -
t dt Ca(t)::;:: L.J M"a,Ca,(t) + L-I Maa,(t)Ca,(t). (42) 

at ~, 

Both Maa, and Maa,(t) are complex Hermitian mat­
rices. Therefore 

(43) 

M aa' (t) is also a purely random, stationary, Gaussian 
process with average zero. This implies, in analogy 

with (23)-(26) that 

(Maa,(t) = 0, 

(Maa(t)MJ.lu(s) = 2Q~aJlv6(t - s), 

(MJ.l v (s2n-1)'" M" v (sl) = 0, 
2n-1 2n-1 '"I 1 

It will now be shown that the analog to (27) is 

(44) 

(45) 

(46) 

(47) 

d
dt (Ca(t) = - i L; Maa,(Ca,(t) - L; L; Q~eea,(Ca,(t) 

a l ex l e 

and that ~e Q~eea' is Hermitian with nonnegative 
eigenvalues. 

Each complex component Ca(t) may be written as 

\yherein a a(t) and b a (t) are both real. M aa' and 
M aa' (t) may be written as 

S - !. (M + M* ) act' - 2 aa' aa' , 

A - - !. (M - M* ) 
aal - 2 aa' (Xa! ' 

Saa,(t) = HMaa,(t) + M~a,(t)), 

Aaa,(t) = - ~ [M aa,(t) - M:a,(t))· 

(48) 

(51) 

(52) 

(53) 

(54) 

(55) 

With (43) it is seen that Saa"A aa" Saa,(t), and Aaa,(t) 

are real matrices and t~at Saa" and Saa,(t) are sym­
metric, while Aaa, and Aaa,(t) are antisymmetric. 
USing (49)-(51), (42) can be rewritten as 

+ is ( ~aaf(t) ~aa,(t)) (aaf(t)). (56) 
a' ~1 -Saa,(t) Aaa,(t) b af(t) 

Note that (:am) is a column vector with 2N real-
a 

valued components. Denote it by as (t), where 

aW) =; aa(t) for i3 = 1,2, ... ,N (57) 

and 
as(t) =; ba-N(t) for i3 = N + 1,N + 2, ... , 2N. 
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In the same spirit,A 681 will denote the anti symmetric 
matrix 

where 

Ae.8 1 == A88 1 for {3 = 1,2, ... ,N and {3' = 1,2, '" ,N, 

Ae.8 1 == 588 '-N for {3 = 1,2, ... ,N 

and {3' = N + 1,N + 2, ... , 2N, 

A68 1 == 58-N81 for {3 = N + 1,N + 2, ... , 2N 

and {3' = 1,2, ... ,N, 
and 

Ae.8 1 == A8-N81-N for {3 = N + 1,N + 2, ... , 2N 

and (3' = N + 1,N + 2, ... , 2N. (58) 

In a similar manner, define the 2N x 2N real anti­
~mmetric matrix Ae.8 1(t) in terms of S,xul(t) and 
A (l(X' (t). With these definitions (56) becomes 

2N 2N 
:t a6(t) = E A68Iae.I(t) + E Ae.81(t)a61(t), (59) 

8 101 8 '01 

which is a special case of (22). 

In order to get the analogue of (27) for (59) it is neces­
sary to determine the matrixE~ Q8ee8 1 defined by 

2N 2N 
E (Aae(t)Ao81(s) == 2 E Q8ee8/i(t - s). (60) 
94 94 

The left-hand side of (60) is computed by using the 
definition of A881 (t), (54), (55), and (45), in that order. 
The computation is straightforward and somewhat 
long. The results are 

for {3 = 1,2, ... ,N and {3' = 1,2, ... ,N; 

for {3 = 1,2, ... ,N and {3' = N + 1,N + 2, ... , 2N; 

(61) 

for {3 = N + 1,N + 2, ... , 2N and {3' = 1,2, '" ,N; 

2N (N N ) 
E QS998 1 = - -2

1 
E Qa-Ne981-N - E Qa~N9981-N 

9 0 1 9 0 1 9 0 1 

for {3 = N + 1,N + 2, ... , 2N 

and (3' = N + 1, N + 2, ... , 2N. 

At this point, the use of (49)-(51)' and (61) leads to (48) 
if one notices that 

(62) 

where 
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and 

are both real matrices. Therefore, it has been justi­
fied that (42) and (48) are a special case of (22) and 
(27). 

Via (45) it is seen that 

E E E Y: Q~eealYal 
a a l e 

= ~ J~ «~ M~a(t)Ya*)(p, Meal(S)Ya)dS 

2: O. (63) 

Therefore, Ee Q~99al has nonnegative eijlenvalues, 
and with (48) it is seen that the quantity Da (C:(t) 
(Ca(t) shows a monotonic decrease to equilibrium; 
whereas from (42) it is seen that the quantity Eo:c:(t) 
Co:(t) is a time invariant. These results are analogs 
of (41) and (37), respectively. 

7. COMPLEX BILINEAR FORMS 

Starting with Eq. (42), it is possible to define the mat­
rix p a8 (t) by 

and to ask what the time dependence equations for 
Pa8(t) and (P a8(t) are. One gets from (42) 

(64) 

. d ~ ~ -z dt Pa8(t) = L.J L.J (L0:80:181 + La8aI81(t»Pal/ll(t), (65) 
a l 13' 

- - - -* L0:80: 181 (t) = l3aaIM881(t) -1388IMo:al(t). 

Note that (43) implies that 

(66) 

(67) 

L:80:'81 = LO:1810:8 and L:8aI81(t) = LO:I8Ia8(t). (68) 

Both indices a and (3 range over 1,2, ... ,N. There­
fore it is possible to think of P0:8 (t) as an N2 com­
ponent "vector," and to think of L0:80:181 and 
L0:80:'8 1(t) as N2 x N2 "matrices." Equation (68) sug­
gests that these two "matrices" are Hermitian. Equa­
tion (67) shows that L a8 0:'8 1(t) is a linear combination 
of two purely random, stationary, Gaussian processes 
and is, therefore, itself a purely random, stationary, 
Gaussian process. Consequently, in this way of view­
ing (65) it is seen that (65) is a special case of (42), 
as well as being derived from (42). Therefore, 
(p a8 (t) will obey an equation which is the analog to 
(48). 
In order to get the equation for (p 0:8 (t) it is neces­
sary to obtain the analog of ~9 Q~geal which appears 
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in (48). Comparing (65) with (42) it is seen that one 
needs the analog of (45) which is 

(69) 

In order to explicitly determine Q~Ba'B'lllJll'lJ" one 
uses (67) and also (45). The exercise of a little alge­
bra yields 

Q~Ba'B'llvll'lJ' = 0aa,Ii IlIl ,Q8B'lJlJ' + 0BB,OVlJ,Q~:'IlIl' 
-li aa,olJlJ,Q8B'Il'1l - 0BB,ollll,Q~'avlJ" (70) 

Therefore, renaming indices leads to the analog of 
Ee Q~eea' which is 

E E Q~Bee'ee'a'B' = 0aa' E Qae'e'I3' 
e e' e' 

+ °1313 , E Q~~ea' - QaB'a'a - Q~'aBIl" (71) 
e 

Use of (45) shows that 

(72) 

If the left-hand side of (71) is defined to be RaBa'Il" 
then (71) and (72) give 

Ralla'Il' = 0aa' E QaeeB' + 0llll' E Q~aa'e 
e e 

- QaB'a'a - Q~'allil" (73) 

Consequently, the analog to (48) is 

ddt (PaB(t) = - i E E Lalla'B'(Pa'Il,(t) 
a' Il' 

The analog to the proof to (63) may be applied to 
Ralla'Il' by using (69). Therefore,for an arbitrary 
matrix X aB' which is thought of as an N2 component 
"vector," it follows that 

(75) 

Thus the eigen-"vectors" of Ralla'B' are really the 
eigenmatrices of a tetratic, and the eigenvalues are 
nonnegative. The case of a zero eigenmatrix, or 
eigen-"vector," is realized by using (69) and (67) 
which show that the identity matrix ° a' Il' is an eigen­
"vector" eigenmatrix with eigenvalue zero: 

E E ialla'B,(t)oa'B' 
(XI p' . 

= E E [oaa' Mil tl' (t) - 01l1l,M:a,(t)]oa'B' 
a' i3' 

= M Ba(t) - M:1l (t) = o. (76) 

Therefore, it also follows that 

B B RaBa'B,oa'Il' = B R aBee = O. 
a' B' e 

(77) 

The symmetry of RaBa'Il" which follows from (69), 
implies 

B Reeextll' = O. 
e 

Therefore, 

(78) 

because of (78) and a result like (76) which follows 
from (66): 

= Ma'B' - M;'a' = O. (80) 

Therefore, Ea (paa(t) is a conserved quantity. 
Nevertheless, (75) guarantees that (74) shows irrever­
sible behavior. 

8. PURELY DIAGONAL BILINEAR BEHAVIOR 

Again starting with (42), it is always possible to per­
form a unitary Similarity transformation whi£.h 
diagonalizes M aa' since M aa' is Hermitian. M aa' (t) 
in the new representation will not necessarily be 
diagonal, but it will still be Hermitian and a purely 
random, stationary, Gaussian process. Therefore, 
without loss of generality, (42) can always be trans­
formed into the form 

(81) 

wherein the d a are real numbers. This is equivalent 
with saying that M aa' is diagonal and is given by 

(82) 

The program of Sec. 7 can again be carried through 
with the simple modification that 

(83) 

Therefore, (74) becomes 

:t (Pall(t) = - i(dB -da)(Pall(t) 

- E E RaBa'Il'(Pa'Il,(t). (84) 
a' Il' 

Using this diagonal - M aa' representation, 

(Mall(t)MlllJ(s) = 2Q~lllllJ [oalJollll + 0allolllJ 

+ (1 - 0av)(1 - 01l1l)(1 - 0all)(l - 0lllJ)]o(t - s) 
(85) 

is a sufficient condition for the reduction of (84) into 
an equation involving only the diagonal elements of 
< Pall (t). The Kronecker delta factors in (85) require 
that either Q!, (3, /J, and v are aU different, or that 
either Q! = (3 or /J = v,or Q! = v and (3 = /J,or Q! = /J 
and (3 = v, in order that the over-all quantity be non­
zero. 

Sufficiency is demonstrated by using (85) in place of 
(45) in the calculation of R aB a' Il' as determined by 
(73). This is equivalent with replacing the occur-
rence of Q~Bllv in (73) with Q~BIlAO avo Bil + ° all ° Bil 
+ (1 - 0alJ)(1 -1i 131l ) X (1 - ° all )(1 -Ii BlJ )]. The re­
sult, after a modicum of computation, is 
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RaBalBI == OaOJOBBI(E QBeSBI + E Q~aale 
e e 

+ QBBBB + Q~aaa)- 2Q~'aBBI[OaIBOaBI 
+ 0aBOaIBI + (1 - 0aIB)(1 - 0aBI) 

X (1 - 0aB)(1 - 0aIBI)]' (86) 

Note that (86) implies that in order for R a B ,r 0 
UjJU" , 

then 
O! = {3 if and only if O! I == {3'. (87) 

Consequently, the expression for R aB al B I given by 
(86) will reduce (84) to an equation for the diagonal 
elements of (Pafj(t) only. Define P a(t) by 

(88) 

By using (88), the diagonal equation resulting from 
(84) is 

d 
dt P a(t) = E [W aalP al(t) - W alaP a(t)], (89) 

aI 

where Waa l is defined by 

Waal == 2Q~/aaal' (90) 

Equation (90) holds because (86) leads to the result 

Raaaial =: 0aal L; 2Q~eea - 2Q~/aaal' (91) 
e 

Returning to (45) it is seen that 

Waa' 2. O. (92) 

In addition, (79) may be rewritten using (88) to yield 

d 
dt L; P a(t) = O. (93) 

a 

9. FOKKER- PLANCK EQUATION 

Because the stochastic "driving force" for the multi­
plicative stochastic processes presented here is 
always characterized as a purely random process, as 
well as a stationary, Gaussian process, the resulting 
over-all stochastic process is a Markov process. In 
this section, the Fokker- Planck equation which fol­
lows from the Markov property will be presented for 
the real N -component case. As was demonstrated in 
Sees. 6 and ':I, the complex N-component case and the 
complex bilinear case are special cases of the real 
component case. Therefore, the Fokker-Planck equa­
tion presented below for the real component case is 
sufficiently general to cover all of these cases. 

The Markov property alone does not necessarily lead 
to a Fokker-Planck equation. The following condi­
tions are also necessary14: 

l}~ (1/~t) <aa(~t) - aa(O» == Aa[a 1 (0) ... a N(O)]; 

lim (1/~t)([aa(~t) - a(O)][aB(M) - afj(O)]> 
l:\t-+o 

== Ball [a 1 (0) ... a N(O)]; 
(94) 

These conditions do indeed hold for the real N-com­
ponent case as may be rigorously verified by appli­
cation of the techniques developed in the Appendix for 
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the solution to Eq.(22). Moreover,A a andB aB are 
explicitly found to be 

N ( N 
A (a '" a - A + a 1 N) - 6 aal E Qaeeal)aa" 

a' =1 S =1 
(95) 

(96) 

Using (95) and (96) when (94) is true for a Markov 
process leads to the Fokker-Planck equation14: 

a 
at P(a1(0)'" aN(O)\a1 '" aNt) 

N a [N ( N ) 
= - ~ aaa a~l Aaa' + ~ Qasea' 

x aa,P(a1(0)'" aN(0)\a1 '" aNt) ] 

N N a2 (N N 

+ ~ fj~ aaaaafj a~l B~l 
X Qaa'llll,a",a B , P(a 1 (0)'" aN(O)\ a1 ••• aNt»), 

(97) 

where P(a1(O)'" aN(O)\a l '" aNt) is the probability 
that a l (t) = al' a 2 (t) == a2 , ••• , and a N(t) = aN at time 
t> 0 if it was the case that a 1 (t) = a1 (0), a2 (t) 
= a2 (O), ... , and aN(t) = aN(O) at t = O. 

Define R "a' by 

(98) 

Equation (40) shows that Racx.' has nonpositive eigen­
values. 

By using (98), the summation over repeated indices 
convention, and leaving out the explicit aa dependence 
of P leads to 

a a 
at P = - aa [(Aaa, + Raa,)aa'P] 

a 

Equation (37) implies that Ea (a2 (t) is a time in­
variant. This property may alsoabe seen directly 
from (99). Averages are given in terms of P by 

(aa(t» == J aaP (a 1 (O)'" aN(O)\a 1 '" 

aNt)da l '" daN' 

(100) 

Therefore, using (99) leads to 

~ E (a 2 (t) 
dt a a 

= J 6 a2 ~ P da ... da 
a a at 1 N 

=: - J 6 a~" a! [(A(<a' + R aa,)aa,Plda1 '" daN 
ex" a 
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= 2 j a c,(Aacl' + Raal)aaJ Pda1··· daN 

+ 2 jOaBQacl'BBlaalaBIPda1··· daN 

= 2Raal(aa(t)aal(t) + 2Qaa1aBI(aa l (t)a B1 (t» 

= 2R aal(aa(t)aa l (t) - 2RaIBI(aal(t)aBI(t» = o. 
(101) 

The first equality foUows from (100), the second 
equality follows from (99), the third equality follows 
from integration by parts, the fourth equality follows 
from (100), and the last two equalities follow from 
(98) and a renaming of indices. Therefore, it is seen 
that the time invariance of 6 a (a~(t» is guaranteed 
by (97) or (99). Similarly, in the bilinear complex 
case, the time invariance of 6 a (Paa(t) will be 
guaranteed by the corresponding Fokker- Planck 
equation. 

A discussion of the solutions to (99) for general N 
will be reserved for a sequel to this paper. Here it 
will suffice to present the complete solution to (99) 
for the Kubo oscillator which is a one complex com­
ponent case, and as was proved in Sec. 6 corresponds 
with a two real components case. 

The Kubo oscillator is described by Eq. (12). Write 
a(t) as a(t) = ax(t) + iay(t) where both ax(t) and ay(t) 
are real. In this way (12) becomes a special N = 2 
case of (22), where 

_ (0 -CP(t») A(t) = _ , 
cp(t) 0 

(102) 

Qaall:lBI = A(oaloal2oBloBl2 + °a2oalloB2oBl1 

- 0aloal2oB2oBl1 - 0a2oalloBloBI2). (103) 

From (103) it is easy to compute Raa l as defined by 
(98) and this gives 

(
-A 

R= 
o 

(104) 

Using (102)-(104) in (99) for N = 2 gives 

~p=CJ.)(~a --a-a)p+A(~a +~a)p at aax y aay x aax x aay y 

+ A(£ a2 + £ a2 - 2 _a_
2
_a a )P. (105) 

aa2 y aa2 x aa aa x y 
x y x y 

At this point introduce polar coordinates: ax = r cose 
and ay = r sine. This implies 

a a sine a -= cose ----­
aax ar r ae 

a . a cose a 
and aa

y 
= sme ar + -r- ae· (106) 

Using (106) in (105) leads, after a modicum of algebra, 
to 

~P=-W..i.P+A£p 
a t a e a e2 ' 

where P = P(r(O)e(O)lret) and P(r(o)e(o)lreo) 

(107) 

= oCr - r(O»o(e - e(O». From (107) it is seen that 
P may be factored, 

P(ret) = R(rt) W(et), (108) 

and (107) becomes two equations: 

~R(rt) = 0 and 
at 

a a a2 
- wee, t) = - w - wee, t) + A - wee, t). (109) 
at ae ae2 

With the initial condition for P given beneath (107) 
the solution to (109) for R is R (rt) = O(r - reO)). The 
solution for wee, t) with periodic boundary conditions 
is given by 

w(a, t) = 1 ~ exp (- (a - a(o) + 2Krr - wt)2). 
.J 4rrAt Kc-O(J 4At 

(110) 

This describes a diffusion process on a circle coup­
led with a streaming term given by wt. The complete 
solution to (105) is then given by 

P{r(o)a(o)lret) = o[r -r(O)] ~ 
y4rrAt 

x ~ exp (_[a-e(0)+2Krr-wtJ2 ). (111) 
Kc-oo 4At 

It is possible to use (111) to reconfirm (15). 

10. CONCLUDING REMARKS 

The physical implications of the equations presented 
in this paper are relevant in the areas of nonequili­
brium thermodynamics and nonequilibrium statistical 
mechanics. A fuller treatment of the appropriate 
physical interpretations for these equations will be 
presented in a sequel to this work. For the present 
it will suffice to indicate several immediately ob­
vious points. 

Additive stochastic processes have been used to 
explain Brownian motion by Langevin's equation, to 
explain non equilibrium thermodynamics close to full 
equilibrium by the Onsager and Machlup equations, 
and to explain these first two cases, as well as the 
fluctuating hydrodynamic theory of Landau of Lifshitz, 
and the fluctuating Boltzmann equation, by the general 
theory of stationary, GaUSSian, Markov processes 
presented by Fox and Uhlenbeck. All of these cases 
are limited to dynamical behavior near full equili­
brium, and all of these cases are classical. 

Multiplicative stochastic processes, as presented in 
this paper, suggest physical applications in the follow­
ing cases. The most simple case is the case of fre­
quency fluctuation for the harmonic oscillator, as was 
originally proposed by Kubo. The generalization to 
the real N-component case as given by (22) and (27) 
corresponds with the Liouville equation with a Hamil­
tonian that contains a fluctuating contribution to the 
overall energy. 9 Equation (22) is the matrix repre­
sentation of the partial differential equation which 
provides the classical Liouville description. The 
complex N-component case corresponds with the 
Heisenberg matrix representation of the Schrodinger 
equation. Equation (42) is the relevant equation and 
contains a Hamiltonian which has a fluctuating con­
tribution. Averaging (42) leads to (48) which depicts 
the decay of total probability as may be seen using 
(63). In order to avoid this physically unreasonable 
consequence, the denSity matrix formulation is pre­
sented by Eq. (65), and (74) corresponds with the 
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averaged density matrix equation. Equation (79), in 
contrast with (48) and (63), implies conservation of 
total probability, even though (75) guarantees that 
(74) describes irreversible behavior for the whole 
averaged density matrix. In the literature (74) is 
referred to as the Redfield equation. 6 Here, the poten­
tial physical applicability of (74) is greater than the 
nuclear magnetic resonance context usually associa­
ted with Redfield's equation. In the special case in 
which (85) is realized, the Redfield equation (74) is 
seen to reduce to (89) and (92) which comprise the 
Pauli master equation for the diagonal elements of 
the average density matrix.15 

All these cases show that multiplicative stochastic 
processes pertain to both classical and quantum 
mechanical considerations. The restriction of addi­
tive stochastic processes to physical applicability 
corresponding with dynamical behavior close to full 
equilibrium does not apply to multiplicative stochas­
tic processes. This follows from the difference in 
the levels of description each case involves. In the 
additive stochastic process case the description is 
relatively macroscopic such as in fluctuating hydro­
dynamics, in the fluctuating Boltzmann equation, and 
in nonequilibrium thermodynamics. These levels of 
descriptions are usually nonlinear; but their linear 
approximations are required in order to obtain their 
stochastic description. The linearization step re­
quires the restriction of applicability to near full 
equilibrium. In contrast, in the multiplicative stoch­
astic process case the description is relatively 
microscopic such as in the fluctuating Liouville equa­
tion and in the fluctuating density matrix equation. 
The levels of description are intrinsically already 
linear, so that no linearization step is required, and, 
consequently, there is no corresponding attendant 
limitation to physical applicability. 

The possible limitations to physical applicability of 
multiplicative stochastic processes arise with res­
pect to the validity of introducing a part of the total 
Hamiltonian which is a purely random, stationary, 
Gaussian process. This consideration will be made 
in detail in a sequel to this work which stresses the 
physical context. For the present, simply note the 
existence of the rigorous theorem, the proof of which 
is found in the Appendix aqd the consequences of 
which are found in the text, for multiplicative stochas­
tic processes "driven" by purely random, stationary, 
Gaussian "forces." 
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APPENDIX: PROOF OF EQ. (27) 

Define Ra(t) by 

R a(t) == ~ [e-At]aa,aa,(t), 
a' 

where A denotes the matrix with components Aaa" 
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(A1) 

and 

[e-At] == f; (-l)n (An) tn 
aa' no 0 n! aa" 

Also define L aa' (t) by 

Laa,(t) == l:) l:) [e-At]aBAB8,(t)[eAt]B,a,' (A2) 
B s, 

Via (A1) and (A2), (22) may be written as 

d ""-dt Ra(t) = u Laa,(t)Ra,(t). (A3) 
a' 

Because 1.(t) and 1.(s) do not necessarily commute for 
t ."t. s, (A3) must be solved using time-ordered integ­
rals: 

Ra(t) = P Eo J~ J~k J~k-1 ... J~3 J~2 
x ~ l:) ... l:) l:) 

X L p1a ,(Sl)ds1 ... dskRa,(O), (A4) 

where t :::: Sk:::: sk-1 :::: ... :::: S2 :::: sl :::: O. Define 
W:a,(t) by 

W~a,(t) == J~ J~k ... J~2 l:) ... 
Pk-l 

X l:) (Lap (Sk)'" Lp a,(sl»ds 1 ... ds k. (A5) 
p 1 k-1 1 

Equations (25) and (A2) imply that 

W~a,(t) = 0 for all odd k. (A6) 

Consider all even k, such that k = 2m for m = 1,2,···. 
Notice that Eqs. (26) and (A2) imply that 

(L" U (s2m)'" L" v (Sl» 
"'2m 2m "'1 1 

(A7) 

where 

(L IlU(S) Lil 'v' (S'» 

= ~ ~ ~ ~ <[e-AS]llaAaa,(s)[eAS]a,v 
a a' B il' 

x [e-AS]Il'B[eAsh,v'O(S - s'). (A8) 

In particular, (AS) leads to 

~ (Llle(s)Lev(s'» 
e 

= 2 ~ ~ [e-As]lla ~ QaeeB,[eAs]B'vo(s - s'). (A9) 
a B' e 

Using (A7) in (A5) for k = 2m gives 
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W~a,(t) = J~ J~k ... J~2 ~ ••• ~ ~ ••• ~ 
Ilk "l Uk vI 

x (L (S. )L 
IIp(2j)vP(2j) p(2J) IIp(2j-l)vp(2j-l) 

X (Sp(2j-l») ds 1 ••• ds k' (A10) 

Using (A8) in (A10) gives 

W~a,(t) = J~ J~k ••• J~2 L; ... L; L; . .. ~ 
Ilk /-II "k vI 

X [e AsP(2j)] Q [e -ASp(2j)] 
aj up(2j) aja?, j8 j IIp(2j-l)8 j 

X [e
ASp

(2j)]8j Vp(2j-l) 0 (sp(2}) - sp(2j-l»ds l ••• dSk' 

(All) 

This complex expression for W~a,(t) reveals its inner 
structure and leads to major simplifications. Define 
f~g,(Sk'" sl) by 

f~g,(Sk'" sl) == ~ ••• ~ ~ ••• 
Ilk III V k 

k-l m 
X~O 0 no n~~~ 

all k a'v l 1=1 vI+l/-l1 j =1 , 
vI a j a j 8 j 

X ~ [e -ASp(2j)] [e ASp(2j)] 
il'. I'p(2j)aj a'vp(2j} 

J 

X Q , , [e- Asp(2j}] [e ASp(2j)] , (A12) 
ajaj8j8j /-IP(2j-l)8 j 8j Vp(2j-l) 

for each p E S2m' Therefore, putting (A12) into (All) 
gives 

m 
f~g, (Sk'" Sl) III o (Sp(2j) - Sp(2j-l» 

X dS l ••• dSk' (A13) 

m 
X III 0(Sq(2j-l) - Sq(2j-1»ds l ••• dSk (A14) 

for each q E S2m' Let the set N be given by 

N == {q E S2m I j~l O(Sq(2j} - Sq(2j-l» 

contains the factor o(Sk - Sir-I)}' 

and let the set Z be defined by 

Z == {q E S2m I jfj1 c5(sq(2j) - Sq(2j-l» 

does not contain the factor c5(Sk - sk-1)}' 

Clearly,Z contains q's such that n;;l 0(Sq(2j}-Sq(2j-1) 

contains the factor B(Sk - SI) for I ";C k -1. Since the 
order of the two time arguments in a delta function 
does not alter its value, and since the order of the 
delta functions in a product does not alter its value, 
then there are 2mm! permutations in S2m which yield 
identical nj=l o (Sq(2j) - Sq(2j-l»' The number of per­
mutations inN is 2m[(2m - 2)!];because there are 
two ways of ordering Sk and Sir-I in o(Sk - Sk-l)' there 
are 'In ways of ordering the product with respect to 
the factor B(Sk - Sir-I) and m - 1 other factors, and 
there are (2m - 2) [ ways of permuting the remaining 
2m - 2 time variables. The number of permutations 
in Z is 2m (2m - 2)[ (2m- 2) I]; because there are two 
ways of ordering S k and SI in 0 (s k - SI)' there are m 
ways of ordering the product with respect to the fac­
tor o(Sk - SI) and m - 1 other factors, there are 
(2m - 2) choices for I ";C k - 1, and there are (2m -2)[ 
ways of permuting the remaining 2m - 2 time vari­
ables. In summary, it follows that S2m = N U Z, 
N n Z = (/J, and (2m)! = 2m[(2m - 2)!] + 2m(2m - 2) 
[(2m- 2)!]. If g(s, s') is an arbitrary function of two 
time variables, then the preceding counting scheme 
leads to 

~jfjl g(Sq(2j}' Sq(2j-1» I q E N\ 
= ~ g(s k' S k-l) ji: g(sr(2j} - sr(2j-l» IrE S2m-2 f . 

(A15) 

Each term on the left-hand side of (A15) is redundant 
2m times if g(s, s') is symmetric in sand s'. A 
special instance of (A15) is: {n;;l o (Sq(2j) - Sq(2j-l» I 
q E N} = {B(Sk - Sir-I) n;;ilO (Sr(2j) - Sr(2j-l) I 
r E S2m-2}' Equation (A15) will be useful later, and 
the redundancy factor 2m should be noted. 

Using (A14) in (A13) gives 

Wk (t) = _1_ L; 2mlakaP,(t) 
aa' , 

2mm. PES2m 

= ~ L; Ikq (t) + _1 L; Ikq (t) 
m! q EN aa' m ! q EZ aa' . 

(A16) 

It will now be shown that 

I~&,(t) = 0 for each q E Z. (A17) 

Because q E Z, 

;;
t ;;Sk ;;S2 Ikq (t) = '" f kq (s ... S ) 

aa' 0 0 0 aa' k 1 

m, 

X III 0(Sq(2j) - Sq(2j-l»ds 1 '" dSk' (A18) 

m, 
where Il 0(Sq(2j) - Sq(2j-l» is defined by 

m 
III o (Sq(2j) - Sq(2j-l» 

m, 
== O(Sk - SI)O(Sk_l - Si) III B(Sq(2j} - Sq(2j-l»' 

(A19) 

Recall that q E Z implies that l ";C k - 1. Therefore, 
there is some i such that i ";C k and i ";C land 
O(Sk-l - s;) appears as a factor in the product 
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n~1 0(Sq(2j) - Sq(2;-1»)' Note that I~~,(O) = 0 and 

d (t (5k- 1 (52 
dt I~~,(t) = Jo Jo ••• Jo nZ,(t, Sk-1' ••• , SI) 

m, 
X o(t - SI)O(Sk-l - Si) jf}1 o (Sq(2j) - Sq(2j-l») 

x dS 1 ••• dSk-l' (A20) 

The time ordering of the integrals requires that 

(A21) 

The only singular contributions to the integrand of 
(A20) are in the product of delta functions since 
f ~~, (t, S k-l' ••• , S 1) is a bounded integrable function 
as is seen from (A12). The integrations in (A20) are 
performed in the order ds l' ds 2 , ••• , dsk- 1 • After the 
dSi integration, the 0 (s k-l - Si) term will no longer be 
present, and the functional dependence of the remain­
ing integrand will no longer be singular in Sk-1 be­
cause no other delta function besides o(sk-l - Si) con­
tains Sk-1 or si' For all sk-l < t, the oU - SI) term 
and (A2l) imply that the integrand is zero. There­
fore, only S"-1 = t can contribute to the over-all inte­
gration with respect to sk-l' Thus, when the dS k- l 
integration is finally performed, the remaining inte­
grand is zero for Sk-l < t and is not singular in Sk-l 
anywhere in the interval [0, t]. Therefore, the Rie­
mann integral over dSk- 1 from 0 to t gives zero. This 
proves that for q E Z, (d/dt)I~~,(t). = O. Coupling this 
result with I~~,(O) = 0 implies that for each q E Z 
I ~~, (t) = 0 for all t. Consequently, (Al7) is proved. 

Returning to (Al6), (A17) implies that 

W~a,(t) = m\ 6 I~Z,(t)· 
. qEN 

(A22) 

Using (Al2) and (Al4) yields 

Jt J5k JS2 
"" Ikq (t) = "" . .. f kq (s '" S ) L.J eta' L.J 0 0 0 aa' k 1 

qEN qEN 

m 
X jf}1 0(Sq(2j) - Sq(2j_l»)ds l ••• dS k 

= 6 J~ J~k " • J~2 E E E E 
qEN Ilk IIk-1 Uk vk-l 

mil 
X O(S" - Sk-l) 11 o (Sq(2 i) - Sq(2i-l») 

X dS 1 ••• dsk , (A23) 

wherein n~~1 o (Sq(2i) - Sq(2i-1») is defined by 
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m 

[11 0 (Sq(2 i) - Sq(2 i-I») 

m" 
== O(Sk - Sk-1) [11 o (Sq(2;) - Sq(2i-l»)' 

If 

and (Al5) are used, then the expression in (A23) be­
comes 

E I~Z,(t) = 2m E J~ J~k J~k-1". J~2 
qEN rES2m_2 

xE"·EE,,· 
II k-2 "1 Uk-2 

X [e- ASr (2j)] [eAS .. (2j )1 I 

f'r(2j-d3j .6j~"{2j-l) 
m-l X n1 0(Sr(2i) - Sr(2 i-1») dS I ••• 

X dSk-2dsk_ldsk' (A24) 

The factor 2m comes from the redundancy require­
ment discussed following relation (Al5). Because 
r E S2m-2' it also follows that 

and this has been used to get (A24) from (A23). 
Using (Al2) for k - 2 shows that (A24) is equivalent 
to 

" [e -ASk] E Q [ ASk] ;. aa m "'mememtl';' e tl';'vk-1 
em 

X o(s - S ) (sk-1 ••• (s2 /,k-2 r 
k k-1 Jo Jo vk-1"" 

m-1 
X (Sk-2'" SI) if}1 0(Sr(20 - Sr(2i-1») 

x dS 1 ••• dSk_2dsk_1dsk 

X O(Sk - Sk_1)I~~~1~'(Sk-l)dsk_1dsk' (A25) 

The second equality in (A25) follows from (Al4) for 
k -2. 
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By using (A13) and (A14) it also follows that 

(A26) 

because k - 2 = 2(m - 1). Now, if one last quantity 
N a u (S k) is defined by "-1 
Navk-1(S") = ~ ~[e-AS")aa BQa e e 1l,[eASk)B'V , 

elm Bin m em m m m m m "-1 
(A27) 

then together with (AI3), (AI4), (A25), and (A26) this 
leads to 

x wt-2 (yJ(s"_l)ds,,_lds,, 
k-1 

t 
= B fo N av (Sk)wt-2 a,(sk)ds", (A28) 

v k-1 "-1 k-1 

wherein the dSk- 1 integration with Ii(s" - Slrl) in the 
integrand and s" as an integration limit introduced a 
factor of t which cancelled the 2. By differentiation, 
(A28) gives 

~ W" (t) = B N (t) W"-2 (t). (A29) dt aa a v k-1 v k-1 a' 
Uk-1 

By returning to (A4) and (A5), (A29) permits the 
writing of 

d 00 d 
dt (Ra(t) = B ~ dt Wia,(t)Ra,(O) 

a f k=O 

= ~ is %t W~~,(t)Ra'(O) 
a f m=O 

P. Langevin, Compt. Rend. 146, 530 (1908). 
L. Onsager and S. Machlup, Phys. Rev. 91,1512 (1953). 

3 R. F. Fox and G. E. Uhlenbeck, Phys. Fluids 13, 1893 (1970). 
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00 

= B B B Nav(t) W;:;-2(t)R "" (0) 
a' m =1 IJ 

00 

= ~ Nav(t) ~ B W~~,(t)Ra'(O) 
v eL' m=O 

= B Nav(t)(R)t). (A30) 
v 

USing (AI) and (A27) finishes the proof of (27) with 

It should be noted that this result is equivalent with 
the statement that the time-ordered integrals which 
arise in the formal solution to (22) yield nonzero 
quantities upon averaging, only if the product of delta 
functions which occurs is "properly ordered." By 
"properly ordered" is meant that 

(A31) 

since Dj=l Ii (s(2j) - s( 2j-l») in the integrand of the 
time-ordered integral leads to a nonzero quantity, 
whereas any other pairing of time variables leads to 
zero. Therefore, only permutations which satisfy 
(A31) give "properly ordered" delta function products. 
In the proof presented here this property has been 
arrived at by "peeling off" two time variables at a 
time, and noting that to get a nonzero result that the 
two time variables "peeled off" were "properly 
ordered" relative to all possible time variables. 

Reference to these properties of "properly ordered" 
products are made in Sec. 9 with respect to rigorously 
justifying the Fokker-Planck equations given in that 
section. 

8 R. Kubo, "Stochastic Processes and Statistical Mechanics of 
Irreversible Processes," Unpublished lecture notes (1963). 
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An investigation is made of the behavior of the normal modes of vibration in the long-wavelength limit for in­
finite crystal lattices in which Coulomb interactions are present. The work is applicable to point ion models 
with any crystal structure. Rules are derived which are helpful in determining the long-wavelength behavior of 
the normal modes from symmetry considerations. A study is made of the conditions under which the branches 
of the phonon dispersion relations will approach definite frequencies in the long-wavelength limit. Finally, a 
number of examples are presented which illustrate the preceding analysis. 

I. INTRODUCTION 

The presence of Coulomb interactions in an infinite 
lattice has a marked effect on its lattice dynamics at 
long wavelengths. Neither the dynamical matrix nor 
the phonon dispersion relations have well-defined 
values at infinite wavelength for such lattices. In fact, 

in some cases, a branch of the dispersion relations 
will not even approach a definite frequency (indepen­
dent of the direction of the propagation vector) as the 
propagation vector approaches zero.l The standard 
methods of group theory used to analyze the behavior 
of the dispersion relations at long wavelengths must 
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By using (A13) and (A14) it also follows that 
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arrived at by "peeling off" two time variables at a 
time, and noting that to get a nonzero result that the 
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An investigation is made of the behavior of the normal modes of vibration in the long-wavelength limit for in­
finite crystal lattices in which Coulomb interactions are present. The work is applicable to point ion models 
with any crystal structure. Rules are derived which are helpful in determining the long-wavelength behavior of 
the normal modes from symmetry considerations. A study is made of the conditions under which the branches 
of the phonon dispersion relations will approach definite frequencies in the long-wavelength limit. Finally, a 
number of examples are presented which illustrate the preceding analysis. 

I. INTRODUCTION 

The presence of Coulomb interactions in an infinite 
lattice has a marked effect on its lattice dynamics at 
long wavelengths. Neither the dynamical matrix nor 
the phonon dispersion relations have well-defined 
values at infinite wavelength for such lattices. In fact, 

in some cases, a branch of the dispersion relations 
will not even approach a definite frequency (indepen­
dent of the direction of the propagation vector) as the 
propagation vector approaches zero.l The standard 
methods of group theory used to analyze the behavior 
of the dispersion relations at long wavelengths must 
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be modified when Coulomb interactions are present. 2 

In this paper we give a mathematical analysis of the 
long-wavelength behavior of the phonon dispersion 
relations for such lattices. The analysis applies to 
point ion models3 in the harmonic approximation. 
This work is a generalization of earlier work on 
simple cubic lattices4 and lattices of the NaCI and 
CaCI structures. 5 

We begin our analysis in Sec. II by forming the dyna­
mical matrix6 for a lattice whose particles interact 
harmonically through a potential varying with distance 
r as r -P, where temporarily it is assumed that p > 1. 
In Sec. III we review some symmetry properties of 
dynamical matrices for crystals in which long-range 
forces are absent. Then in Sec. IV we show how these 
symmetry pl'operties must be modified at long wave­
lengths in the limit of p ::::: 1. In spite of these modifi­
cations, a great deal of information about the long­
wavelength behavior of the dispersion relations for 
crystals with Coulomb interactions can still be obtain­
ed from symmetry considerations. These methods 
are developed in Secs. V-VII. In Secs. VIII and IX we 
derive conditions under which the branches of the dis­
persion relations will approach definite frequencies 
(independent of direction) as the propagation vector 
approaches zero. Finally, in Secs. X-XII several 
examples are presented which illustrate the mathe­
matical results developed in Secs. IV-IX. 

n. THE SYSTEMS TO BE ANALYZED 

Although the primary purpose of this paper is to study 
the behavior of the dispersion relations at long wave­
lengths for a large variety of infinite crystal lattices 
in which Coulomb interactions exist between parti­
cles' we begin by assuming that, in addition to short­
range forces, the particles interact through potentials 
varying with distance r as r -P, where p > 1. Then we 
assume that lattices in which Coulomb interactions 
are present are to be treated by letting P ~ 1 in our 
initial results. The reasons for proceeding in this 
manner will be made clear in Sec. IV. 

Consider a lattice with f particles per unit cell with 
equilibrium positions x(lK) = x(l) + X(K), where K = 
1,2, ... ,f. We choose a to be some typical dimension 
for a unit cell and define the dimensionless equili­
brium position lI(lK) by lI(lK) = x(lK)/a. The corres­
ponding dimensionless displacement of a particle 
from equiliqrium is denoted by u(lK). Suitable Carte­
sian coordinates are imbedded in the lattice along 
which vectors are resolved into components. 

The particles interact harmonically through short­
range forces and through forces derived from long­
range potentials. The long-range potentials are such 
that the potential energy (due to long-range interac­
tions) of the Koth particle in the zeroth cell is 

VL =a-PG'B' ZKZK 
I.K 0 

X [~ (rJ-{lK) + ui(lK) - '1J;(OKO) - U;(OKo»21_p/2. 
i • J (1) 

The prime on the summation sign indicates !h~t 1, K = 
o K is to be omitted from the sum. In the hmlt of 

, 0 t . h P = 1, we identify G with the elec romc c arge squar-
ed and Z with the fraction of an electronic charge on 
the Kth p~rticle. Since the net charge per cell is zero, 
we set 
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'B ZK = O. (2) 
K 

We choose the normal mode solutions to the equations 
of motion for the lattice in the harmonic approxima­
tion to be of the form 

U;(lK) = (/LK)-1/2W i (K,4» exp[27Ti4> ° 11 (lK) - iw(4))t], 
(3) 

where 4> is a dimensionless propagation vector, w( 4» 
is the frequency, and ILK = mKlm, where m K is the 
mass of the Kth particle and m is some typical parti­
cle mass. Substituting Eq. (3) into the equations of 
motion, we obtain the following eigenvector equation 
giving the dispersion relations and normal mode 
eigenvectors for the lattice: 

'B Cij(KOK 14»w j (Kj4» = >''(4))W i (Koj4>). (4) 
1.K 

In the above equation >''(4)) = aP+2mw2(4) )/G, the ele­
ments C ;j(KOK 14» form a 3f -dimensional, Hermitian, 
dynamical matrix7 C(4)), and the elements Wj(Kj 4» 
form a 3f-component vector .(4)). 

We shall order the elements of C(4)) according to the 
rule (iKo) < (jK) if KO < K or if KO = K and i < j. Such 
an ordering automatically breaks C (4)) into f 2 3 x 3 
submatrices C K K (4)) consisting of elements with the 
same ordered p~ir KoKj and, at the same time, it 
breaks the column matrix for f!( 4» into three-compo­
nent column matrices (vectors). K (4)). Throughout 
this and the following paper, we shall use Greek sub­
scripts to denote such submatrices and use Roman 
subscripts to denote particular elements of such sub­
matrices. 

We may express C(4)) in the form 

(5) 

where CL (4)) gives the contribution of the long-range 
interactions and CS(4)) gives the contribution of the 
short-range forces. The eigenvectors of C(4)) span a 
3f -dimensional linear vector space. We shall denote 
this space by the symbol S31 (total). 

m. SOME SYMMETRY PROPERTIES OF LATTICES 

Before beginning our analYSis, we briefly mention 
some symmetry properties which are known to hold 
for infinite lattices in the absence of long-range in­
teractions. Here we draw mainly from a review ar­
ticle by Maradudin and Vosko. 8 [We have made some 
minor changes in their equations because the dynami­
cal matrix C(4)) which follows from Eq. (3) differs 
slightly from that used in Ref. 8.] The space group 
for a crystal consists of elements {R I v(R) + lI(l)}. 
The 3 x 3 orthogonal matrices R form the point 
group of the space group of the lattice (henceforth 
referred to as the point group for the lattice). The 
symbolll(l) = x(l)la represents a translation vector 
for the crystal and v(R) represents a vector smaller 
than any primitive translation. 

Construct the 3f x 3f matrices A(4); {R I v (R)}) defined 
by 

Ajj(KK'1 <P; {R I v(R)}) 

= Rili(K,FoV",R» exp[- 27TiR<P°V(R)], (6) 

where FO(K',R) is the index denoting the type of posi-
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tion into which a particle originally in a position of 
type K' is brought by the space group operation. It 
can then be shown that 

A(cfJ;{Rlv(R)})C(cfJ)At(cfJ;{Rlv(R)}) = C(RcfJ). (7) 

In order to gain information concerning the eigen­
values and eigenvectors of C(O) (the dynamical matrix 
at cfJ = 0), construct the 31 x 31 matrices T(O; R) de­
fined by 

T ij(KK' I O;R) = Rij 6(K, F 0 (K', R». (8) 

These matrices form a representation of the point 
group for the lattice, and it follows from Eqs. (6) and 
(7) that each T(O;R) commutes with C(O). Thus, by re­
solving the representation {T(O; R)} into irreducible 
representations of the point group for the lattice, we 
may determine the degeneracies of the various bran­
ches of the phonon dispersion relations at cfJ = O. If 
the eigenvectors of C(O) are transformed by the 
T(O;R), sets of eigenvectors transform among them­
selves according to these irreducible representations. 
The projection operator to the subspace of 8 31 (total) 
spanned by eigenvectors transforming according to 
the 8th irreducible representation is given by 

p(S)(O) = (njg) ~ x(s)*(O;R)T(O;R), (9) 
R 

where x(s)(O;R) is the character of R in the 8th irre­
ducible representation, g is the order of the point 
group for the lattice, and n S is the dimension of the 
8th irreducible representation. 

Let C KV (0) be a 3 x 3 submatrix of C(O). Because of 
the invariance of the total force on any atom under a 
rigid translation of the crystal, these submatrices 
must obey the relation 

(10) 

The existence of three independent acoustic modes 
follows from this property. Finally, we point out that 
C(O) is a real, symmetric matrix. 

IV. BEHAVIOR OF THE DYNAMICAL MATRIX AT 
LONG WAVELENGTHS AS P -7 1 

The elements of CS(cfJ) are analytic functions of cfJ, 
since they are given by finite sums [of the same form 
as in Eq. (A1)]. In Appendix A we list expressions 
for the elements of CL(cfJ), which are obtained from 
Eq. (1). The elements are not analytic functions of 
cfJ at cfJ = 0; however, expansions for them about cfJ = 0 
may be obtained by using Ewald's method. l These 
expansions are in the form of a nonanalytic term plus 
a power series in the components of cfJ and are dis­
cussed in Appendix B. From Appendix B it is easily 
seen that if 1 < P < 2 [or 1 < p <3 for C(cfJ) real], 
then the behavior of C (cfJ) near cfJ = 0 is given by 

C(cfJ) = A + kcfJP-lN(tP) + remainder, (11) 

where the remainder can be neglected for sufficient­
ly small cfJ. The matrices ~ and N(tP) are real and 
symmetric. The matrix N(cfJ) is composed of 3 x 3 
submatrices NKv ($) defined by 

NKV(~) = (fJ.KfJ.lJtl/2ZKZlJL(~), 
where 

(12) 

The constant k is defined by 

k = 2prr p+l/2 r(- ip + ~) a3 

r(ip + 1) va' 

where Va is the volume of a unit cell and a is the 
typical cell dimension introduced in Sec. II. 

(13) 

(14) 

If P > 1, then the term kcfJP-lN(~) in Eq. (11) goes to 
zero as cfJ approaches zero. Thus, C(O) is well defin­
ed by C(O) = A, and A has all of the symmetry pro­
perties of a dynamical matrix at cfJ = 0 discussed in 
Sec. III. 

In the limiting case of p = 1, the term kcfJP-lN(tP) is 
not defined at cfJ = O. The value approached depends 
upon the relative rates at which cfJ and p approach 
zero and one respectively, and upon the direction 
from which cfJ approaches zero. Thus, the dynamical 
matrix is not defined at cfJ = 0 for infinite lattices in 
which Coulomb interactions are present, and we ex­
clude this single point from our analysis. For any 
other cfJ, k¢ P-lN($) approaches the well-defined 
value (41Ta3/v a )N(,p) as p approaches one. However, 
the latter matrix cannot be neglected in comparison 
to A no matter how small we make the value of cfJ> O. 
Thus, the long-wavelength behavior of the normal 
modes of crystals with Coulomb interactions is not 
governed by A alone but by a matrix CO($) defined by 

(15) 

The term (41Ta 3 / v )N($) is equivalent to the macro­
scopic electric dipole field contribution to the dyna­
mical matrix first derived by Born.l 

We saw above that when p > 1, the matrix A has all of 
the symmetry properties of a dynamical matrix at 
cfJ = 0 discussed in Sec. m. Referring to Appendix B, 
we see that the elements of A vary continuously as 
we let p -7 1. It follows that A must still possess 
these symmetry properties in the limit of p = 1. In 
particular, the matrix A in Eq. (15) obeys Eq. (7) with 
cfJ = 0 in the form 

A(O;{R Iv(R)})AAt(O; {Rlv(R)}) = A, (16) 

and obeys Eq. (10) in the form 

~ fJ.~/2AKlJ =~ fJ.~/2AKlJ= O. (17) 
K lJ 

Further, the eigenvalues and eigenvectors of A may 
still be studied using the group theoretical analysis 
of Sec. III. However, we again emphasize that the 
long-wavelength behavior of the normal modes is now 
governed by CO(~) and not by A. 

We could now proceed with our analysis of lattices 
with Coulomb interactions by either of two routes. 
We might attempt to study the long-wavelength be­
havior of their normal modes by directly considering 
symmetry properties of Co (,p). However, we shall 
take the alternative route of studying how conclusions 
based upon the properties of A are to be modified be­
cause of the presence of the macroscopic field term 
(4rra3 Iv a)N(~). 

J. Math. Phys., Vol. 13, No. B, August 1972 



                                                                                                                                    

1210 J 0 H N A. D A V I E S 

V. PROPERTIES OF THE LONG-WAVELENGTH 
DYNAMICAL MATRIX FOR THE COULOMB 
CASE 

If Coulomb interactions are present in a lattice, then 
the long-wavelength eigenvalues ',\0 (4» and eigenvec­
tors +0 (4» are solutions of the eigenvector equation 

CO (4»+0 (4» = (A + (4rra3 /va )N(4»)WO (4» 

= ',\0 (4»+0 (4». (18) 

The matrix CO (4» is real and symmetric; and, thus, 
its eigenvectors span S3! (total). If two or more bran­
ches of the dispersion relations become degenerate 
in the long-wavelength limit, Eq. (18) will not give 
their long-wavelength eigenvectors but only a sub­
space of S3! (total) in which they lie. However, many 
qualitative properties of these eigenvectors can be 
deduced from knowledge of this subspace. 

Since both of the matrices A and N(iJ» are real and 
symmetric, their eigenvectors also span 5 31 (total). 
The eigenvalues and eigenvectors of A are given by 

(19) 

Because A obeys Eq. (17), it has a threefold degener­
ate eigenvalue of zero. The corresponding eigenvec­
tors (the acoustic modes of A) are represented by 3j­
component column matrices consisting of three-com­
ponent submatrices + I<. which are of the form 

(20) 

where til is an arbitrary three-component vector. The 
acoustic modes of A occupy a three-dimensional sub­
space 53(acoustic) of S3!(total). This subspace is the 
first of several subspaces of 5 31(total) which will be 
defined in this paper. To aid the reader, we list each 
such subspace together with its qualitative descrip­
tion in Table 1. 

Next we consider some properties of N(cf». Using 
Eqs. (2) and (12), we see that 

'" 1I1/2N = '" 1I1/2N = 0 L.J rK KV L..J,-v KV • 
K V 

(21) 

It follows from Eq. (15) that the acoustic modes of A 
are also acoustic modes for CO(4». In order to deter­
mine the eigenvectors of N(cf», we first determine 
those of the matrix L(4» which appears in Eq. (12). 
Using Eq. (13), we see that 

L(4»4) = 4). (22) 

Let ij(4» be a three-component transverse vector. 
Again using Eq. (13), we find 

L(iJ»Ti(4» = O. (23) 

Thus, any three-component traEsverse (longitudinal) 
vector is an eigenvector of L(ct» corresponding to the 
eigenvalue zero (one). 

It follows from Eqs. (12) and (23) that any transverse, 
3j -component vector + t (4» will be an eigenVector of 
N(4» corresponding to the eigenvalue zero. There 
are 2j independent vectors of this type in S3f (total). 
Next consider the longitudinal vectors. In the long­
wavelength limit any 3j -component, longitudinal vec-
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TABLE I. Summary of subspaces and vectors. 

Space or vector Description(s) 

S3/ (total) 

S 3 (acoustic) 

S 31 -3 (zero) 

+In(l/>) 

S3 (normal) 

The space of normal mode eigenvectors 

The subspace spanned by long-wavelength 
acoustic mode vectors 

The subspace spanned by the eigenvectors of 
N($) corresponding to the eigenvalue zero; the 
subspace of long-wavelength eigenvectors (for 
the given $) whose longitudinal components pro­
duce no change in the electric dipole moment 
per cell 

The subspace spanned by the eigenvectors of 
M($) corresponding to the eigenvalue zero; the 
subspace of long-wavelength eigenvectors (for 
the given $) whose transverse components pro­
duce no change in the electric dipole moment per 
cell 

Th~ subspac~ of vectors contained in S3/-1(A N = 
0; 1/» for all I/> 

The interJection of S3/-1 (AN = 0; $) and S3/-2 
(A M = 0; 1/»; the subspace of long-wavelength 
eigenvectors which produce no change in the 
electric dipole moment per cell 

The unit normal to S31-1(A N = 0;$) 

The subspace of vectors normal to S 31 -3 (zero); 
the subspace of all vectors parallel to >tIn (<p) for 
some $ 

tor + I (4») will consist of three-component submatri­
ces of the form 

l(~) l(~)'" +1<. ct> = tIIK ct> ct>, 

where til k (4») is an arbitrary scalar function. 
aid of Eqs. (12) and (22), we find that 

(N(4»)+ 1(4»)1<. = 6 (I-LKI-LV ,-1/2 ZI<. Zv + ~ (cf». 
v 

(24) 

With the 

(25) 

From the above equation, it is clear that any +1(4») 
obeying the equation 

(26) 
K 

will be an eigenvector of L(4» corresponding to the 
eigenvalue zero. There are j - 1 linearly indepen­
dent longitudinal vectors in 5 31 (total) satisfying Eq. 
(26), and physically they represent vibrational modes 
which are longitudinal and produce no change in the 
electric dipole moment per cell in the long-~ve­
length limit. Thus, the eigenvalue zero of N (41) is 
(31 - I)-fold degenerate and the corresponding eigen­
vectors occupy a (3j - I)-dimensional subspace of 
53! (total). We shall d}note this subspace by the 
symbol S31-1 (',\ N = 0; ct». 
We must determine one more independent eigenvec­
tor of N($). Define the normalized longitudinal vec­
tor +In(cP) by 

+kn(cf») = (~ W;}Z~)-1/21-L~1/2ZK4). (27) 

Using Eq. (25), we see that +In(cf)) is an eigenvector 
of N($) corresponding to the eigenvalue 6 v ZUI-Lv 
and is thus the additional vector required. Clearly 
+In (4» is a unit vector normal to the subspace 
53f - 1(',\N = 0;$). The projection operator of 531 (to-
tal) onto +In(cf)) is (2~v ZUl-LvPN(iJ». It follows that 
the projection operator to the subspace 5 3f - 1 (A N = 
0; 4» is given by 

P(S31-1 (A N = 0; 4») = I - (~ ZU I-L v) -IN(4)), (28) 
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where I is the 3f x 3f unit IT..atrix 

VI. CRITERIA FOR DETERMINING EIGENVALUES 
AND EIGENVECTORS OF CO( ¢) FROM THOSE 
OF THE MATRIX A 

In Sec. IV we saw that the matrix A possesses all of 
the symmetry properties of a dynamical matrix at 
tP = 0 for a lattice in which Coulomb interactions are 
absent. It is, thus, of interest to compare the eigen­
vectors ya and eigenvalues ,\a of A with those of 
CO($). 

We first consider under what circumstances an 
eigenvector ya of A will be an eigenvector of Co ($) 
for a particular 4i. From the treatment in Sec. V, it 
is clear that we have the following cases; 

(1) If.a E: 8 3 /-1 (A N = 0; 4i), then ya is also an 
eigenvector of Co (Cj;) with the same eigenvalue ,\a. 

(2) If ya = c~nst x yin (4i), then ya is also an eigen­
vector of Co (tP). However, it follows from Eq. (18) 
and the discussion following Eq. (27) that the corres­
ponding eigenvalue of Co (4i) is not A a but instead is 
,\a + (41Ta3 /v a ) 6" (Z~/Il",. 
(3) If neither case (1) nor case (2) holds true, then 
y a is not an eigenvector of Co ($). 

In the preceding paragraph we regard 4i as having 
some fixed value. We now discuss conditions under 
which eigenvectors of A will be eigenvectors of Co ($) 
for all 4i. Notice that as 4i vari0$.,.~ -.,ce -
83/-1 (A N = 0; 4i) and its normal'" In(f) ~""". AJ; , 
takes on all possible values, the vectors parallel to 
yln(4i) fill out a three-dimensional subspace of 831 
(total) consisting of all vectors y of the form 

(29) 

where 1/1 is an arbitrary three-component vector. We 
denote this subspace by 8 3 (normal). It follows that 
there is a (3f - 3)-dimensional subspac~ of 8 31 (t~­
tal) which is contained in 8 31- 1 (AN = 0; tP) for all tP. 
This subspace is the subspace of all vectors orthogo­
nal to every vector in 8 3 (normal). We denote it by 
the symbol 8 31- 3 (zero), and it follows from Eq. (29) 
that y E 8 31- 3 (zero) if and only if its three-compo­
nent submatrices ." obey the relation 

6 1l~1/2 ZK Y K = O. (30) 

" 
Physically, a + obeying Eq. (30) is a long-wavelength 
mode which produces no change in the electric dipole 
moment per cell. 

We can now state some important cases under which 
eigenvectors of A will be eigenvectore; of CO($) for 
all 4i. 
Case (a) 

If +a is an eigenvector of A with the eigenvalue ,\a 

and lf +a E: 8 31- 3 (zero), then ya is an eigenvector of 
CO (tP) corresponding to the same eigenvalue A a for 
all 4). 

Case (b) 

Assume A has a q-fold degenerate eigenvalue ,\a. The 
eigenvectors corresponding to this degenerate eigen-

value span a q-dimensional subspace 8q of 8 31 (total). 
If this subspace is contained in 8 31-3 (zero), th~se 
eigenvectors of A are also eigenvectors of Co (tP) for 
all $. Even if the above is not true, the intersection 
of 8q with 831-1 ('\N = q; $) must be at lea~t (q - 1)­
dimensional for each tP. 9 Thus, for each tP we can 
construct q - 1 mutually orthogonal eigenvectors of 
A which lie in 8 31- 1 (,\ N~ = 0; 4i), and these vectors will 
be eigenvectors of CO(tP) corresponding to the eigen­
value ,\ a. (Of course, perturbation theory must be 
used to determine the proper vectors if q - 1 > 1.) 
As 4i varies, these vectors vary and trace out the 
long-wavelength behavior of the normal modes for 
q - 1 branches of the dispersion relations. Each of 
these branches approaches the frequency A a in the 
long-wavelength limit. 

Case (e) 

Assume that, as in Case (b),A has a q-fold degener­
ate eigenvalue Aa, where now~q ~ 3, and 8 q contains 
8 3 (normal). Then for each tP}here is an eigenvector 
of A which is parallel to +In(tP) and is, therefore, an 
eigenvector of Co (4i) corresponding to the eigenvalue 
,\a + (41Ta3/va)6K ZUIlK• In addition we can con­
struct q - 1 independent eigenvectors of A which are 
orf;!1ogonal to ..... In($) and, therefore, lie in 831 -1 (A N = 
0; tP) for each tP. These vectors will be eigenvectors 
of CO(4i) corresponding to the eigenvalue ,\a. In the 
long-wavelength limit the dispersion relations for the 
lattice will contain one branch approaching a frequen­
cy corresponding to the former eigenvalue and q - 1 
'branches approaching a freqllency corresponding to 
the latter eigenvalue. The branch approaching the 
higher eigenvalue will become purely longitudinal in 
this limit. 

The standard methods of group theory discussed in 
Secs. III and IV can be applied to determine the de­
generacies of the eigenvalues of A and to gain infor­
mation concerning the subspaces of 8 3{ (total) in 
which the corresponding eigenvectors ie. The re­
sults in Cases (a)-(c) can then be applied in order to 
gain informlltion about the eigenvalues and eigenvec­
tors of Co (tP). 

Vll. SOME CONSEQUENCES OF CASE (a) 

In this section we give some useful results which fol­
low immediately from the discussion under Case (a) 
of Sec. VI. 

Consider the acoustic mode vectors of A. Using Eqs. 
(2), (20), and (30), we see that these eigenvectors lie 
in 8 31- 3 (zero). It follows from Case (a) that the 
acoustic mode vectors of A are also acoustic mode 
vectors of CO ($). (The same result was obtained 
more directly in Sec. V.) 

Next assume that A is invariant under the transposi­
tion (KO vo) of two particular indices of its submatri­
ces. (That is,Av v = A" K , AK V = Av K ,and 

00 00 00 00 

AK J.,. = Av J.,. if ;\ ;t' vo or KO') Further, assume that 
ZK 0 = Zv ?tnd 11K = Ilv • Then, using Eq. (19) and the o 0 0 0 

fact that A is real and symmetric, one can easily 
show that A has three linearly independent eigenvec­
tors, each of the general form 

+J.,.=O ifA;t'Koorvo, 
and (31) 
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Clearly these eigenvectors obey Eq. (30) and lie in 
S31-3 (zero), so that the discussion under Case (a) is 
applicable. These eigenvectors of A are also eigen­
vectors of CO (~) with the same eigenvalues. 

More generally, if A is invariant under the product of 
n independent transpositions of indices of its subma­
trices, (K 1V1 )(K2 V2 ) •• , (KnVn) with ZK' = Zy. and 

J J 
11

K
• = Ily ., then A has 3n independent eigenvectors of 

J J 

the general form 

+" = 0 if X ¢ Kj or vj ' 

and 
lt K • =-.y .. 

J J 

(32) 

Again Eq. (30) is satisfied and Case (a) is applica~le. 
All 3n eigenvectors of A are eigenvectors of Co (</I) 
with the same eigenvalues. 

vm. DIRECTIONAL DEPENDENCE OF THE FRE-
QUENCY AT LONG WAVELENGTHS 

Suppose we start with a solution +O(~) of Eq. (18) for 
a particular $. If we 'now vary $ continuously, then 
lt0 (~) varies continuously and traces out the long­
wavelength behavior of the normal modes for a parti­
cular branch of the frequency spectrum. In general, 
it is possible that X 0 (~) will also vary as we trace 
out the branch. In such a case, the branch will not 
approach a definite frequency as 4> approaches zero, 
but instead the value approached will depend upon the 
direction from which 4> approaches zero. 

In order to study the directional dependence of X 0 (~), 
~e must first~determine how~N(~) an2 CO(~l vary as 
</I varies. If </I is rotated to </I', then </I' = R</I, where 
R is a three-dimensional orthogonal matrix. The set 
of all R forms an irreducible representation 0(3) of 
the rotation group. Using Eq. (13), we find that 

L(R~) = RL(~)R-1. (33) 

It then follows from Eq. (12) that 

(34) 

where e is a 3f x 3f matrix consisting of 3 x 3 sub­
matrices given by 

(35) 

Since A is independent of ~, we find that 

(36) 

An immediate result of Eq. (36) is that Tr[CO(R~)] = 
Tr[CO(~)] for all R. Thus, even if XO($) depends' upon 
the direction for some branches, the sum over all 
branches L]j!1 X~(~) is independent of~. This is the 
long-wavelength limit of a sum rule first discussed 
by Blackman10 and later by other authors.ll,12 

A necessary and sufficient condition that CO (~) and 
CO (R$) have the same spectrum of eigenvalues is 
that there exist a matrix Q(R,~) such that 

(37) 

Suppose that R is an element of the point group for 
the lattice. The matrix N($) is invariant under any 
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permutation of indices of its submatrices if these in­
dices correspond to particles having the same charge 
and mass. It then follows from Eqs. (37), (36), (16), 
and (8) that we can choose Q(R, 4» == T(O, R) for any 
~. Thus, even if ),.0($) depends upon $, XO($) is in­
variant under a transformation of ~ which is an ele­
ment of the point group for the lattice. 

A necessary and sufficient condition that all branches 
of the dispersion relations for a lattice approach de­
finite values in the long-wavelength limit is that for 
some ~ the matrix Q(R, ~) exists for all RE.O (3). 
Thus, a sufficient (but not necessary) condition is that 
e commute with A for all RE.O (3), for then we can 
choose Q(R, CP) = Q(R) = e. The condition 6A = A6 
for all R is equivalent to the condition RA Ky = AKyR 
for all K, v, and R. It follows from one of Schur's 
lemmas13 that the latter condition holds if and only if 

(38) 

where a K v is a number and I is the 3 x 3 identity ma­
trix. The point group for any lattice contains a sub­
group for which the quantity O(K, F 0 (K', R» in Eq. (6) 
equals 0KKI' Using Eq. (16), we see that if this sub­
group contains the tetrahedral group T, then all sub­
matrices A KV of A will obey Eq. (38). Thus, all bran­
ches of such lattices will approach definite frequen­
cies in the long-wavelength limit. Examples are such 
structures as NaCI, CsCI, CaF2, and ZnS. 

The above sufficiency condition is too restrictive to 
be a necessary condition. For example, the following 
generalization can be made immediately. Suppose 
that A is not required by Eq. (16) to have the form of 
Eq. (38), but that a matrix U exists having the proper­
ties that UN(~)U-1 = N(~) for all ~ and that UAU-1 
has the form given in Eq. (38). Then we can choose 
Q(R,~) = Q(R) = U- 1 6U. It follows that all branches 
of the dispersion relations approach definite frequen­
cies in the long-wavelength limit. An illustration of 
this case is given in Sec. xn. 
IX. DffiECTIONAL DEPENDENCE OF THE FRE­

QUENCY FOR PARTICULAR BRANCHES AT 
LONG WAVELENGTHS 

In Sec. vrn we considered the question of whether or 
not all branches of the dispersion relations for a 
given lattice approach definite frequencies in the 
long-wavelength limit. In this section we will derive 
a necessary and sufficient condition that a given 
single branch approach a definite frequency in this 
limit. A sufficient (but not necessary) condition fol­
lows immediately from the work in Secs. VI and VIII: 
A branch will approach a definite frequency in the 
long-wavelength limit if, in this limit, either its 
eigenvectors lie~ in S3/-1 (~N = O;~) for all ~ or are 
parallel to .In(tP) for alltP. 

We now derive a necessary and sufficient condition 
that the term AO(~) in Eq. (18) be independent of ~ 
for a given branch of the dispersion relations. The 
.O(~) which give the long-wavelength behavior of the 
normal modes for a particular branch of the disper­
sion relations are solutions of Eq. (18) and vary con­
tinuously as ~ varies continuously. Suppose that we 
make an infinitesimal rotation of~. According to Eq. 
(34), the matrix N(~) in Eq. (18) is then transformed 
into eN(~)6-1. Referring to Eq. (35) and remember­
ing that the transformation is infinitesimal, we see 
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that 6 may be written in the form 6 = I + E, where I 
is the 3f x 3f identity matrix and E consists of 3 x 3 
submatrices of the form 

(39) 

where E is an antisymmetric, infinitesimal matrix of 
the form 

(40) 

Referring to Eq. (15) and neglecting second-order in­
finitesimal terms, we find that the change produced in 
CO ($) by an infinitesimal rotation of $ is given by 

The resulting change OA 0 ($) in A 0 ($) is determined 
from first-order perturbation theory. It is given by 

(42) 

where we assume that yO ($) is normalized. A neces­
sary and sufficient condition that AO ($) be independent 
of ~ for the entire branch of the dispersion relations 
is that 0>..0($) = 0 for all $ and for arbitrary values 
of the parameters QI,(3,and 'Y in Eq. (40). Using Eqs. 
(12), (39), and (42), we see that this condition reduces 
to the condition that 

:E ZKZy (/lK/ly)-1!2+~t($)(EL($) - L(~)E)yg($) = 0 
K,V (43) 

for all 4>, (l,(3, and 'Y. 

Express .0($) in the form of the sum of its longitudi­
nal and transverse parts. That is, write 

(44) 

where the functions lj/~($) and lj/~($) are scalars, and 
.,]K (.p) is a unit, three-component, transverse vector. 
Using Eqs. (22), (23), (40), and (44), we find that Eq. 
(43) will hold for arbitrary (l, (3, and 'Y if and only if 

[~ /l~1!2ZK lj/,j (.p)$ J x [~ /l~1!2Zy lj/ ~ ($)Ti K ($)J = 0, 

(45) 
where the symbol x is the usual cross product from 
vector analysis. 

Equation (45) holds true if and only if either one or 
the other of the two factors vanishes. Thus, a branch 
of the dispersion relations will approach a definite 
frequency in the long-wavelength limit if and only if, 
for all $, either 

:E /l;1!2ZK lj/~($)$ = 0, (46) 
K 

or 
(47) 

K 

Physically Eq. (46) states that, in the long-wavelength 
limit, the longitudinal part of the mode produces no 
net change in the electric dipole moment per cell, and 
Eq. (47) states the same thing for the transverse part 
of the mode. We emphasize that either the condition 
of Eq. (46) or the condition of Eq. (47), for all .p, is 
sufficient. 

Both of the situations mentioned in the first para­
graph of this section are included in the above result. 
The condition that Eq. (46) hold true for all $ is equi­
valent t2 the condition that yO (4») E S31-1(A N = 0, $) 
for all 4>. Any branch of the dispersion relations 
which is purely longitudinal in the long-wavelength 
limit satisfies Eq. (47) for all $. Thus, any vector 
parallel to yin ($) for all $ satisfies this condition. 

We conclude this section by deriving some properties 
of the subspace of S31 (total) consisling of vectors 
satisfying Eq. (47) for a particular IfJ. Define the 3f x 
3f matrix M($) by 

M KV ($) = (/lK/ly)-1!2ZKZ yT($), 

where the matrix T($) is given by 

[
¢~ + ¢~ - ¢1¢2 

T($) = ¢-2 - ¢1 ¢2 ¢~ + ¢~ 

- ¢1 ¢3 - ¢2¢3 

(48) 

(49) 

The matrix M($) has properties analogous to those 
of N($) with the roles of transverse and longitudinal 
vectors reversed. The submatrix T($) obeys the 
equations 

T($)$ = 0 
and 

T($)Ti(~) = Ti($), 

(50) 

(51) 

where Ti($) is a unit, three-component, transverse 
vector. A vector satisfies Eq. (47) if and only if it is 
an eigenvector of M($) corresponding to the eigen­
value zero. Carrying out an analysis similar to that 
given in the last part of Sec. V, we find that there are 
3f - 2 independent vectors of this type. Thus, we de­
note the subspace of vectors obeying Eq. (47) by 
S31-2(AM = 0; $). [The matrix M($) also has the two­
fold degenerate eigenvalue :EK(ZVJ..lK ) with corres­
ponding eigenvectors of the form .K(~) <X (ZK//lV2) 
fj($). ] 

From the above discussion, we can easily construct a 
pr~ection operator P(S31-2(AM = 0; $» to S31-2(A M = 
0; IfJ). It is given by 

where I is the 3f x 3f identity matrix. Finally, we 
note that the illtersection of S31-1 (>.. N = 0; $) and 
S3f-2(AM = 0; IfJ) is the subspace S31-3 (zero). 

With this section we conclude our general mathema­
tical development for this paper. In the following sec­
tions we apply some of the above results to specific 
examples. 

X. CRYSTALS WITH TWO PARTICLES PER CELL 

For our first example we consider crystals having 
two particles per cell, where the point ion model is 
used. The space S31 (total) = 56 (total) is six dimen­
sional. There are three independent acoustic mode 
vectors which are of the general form given by Eq. 
(20) with K = 1 and 2. There remain three indepen­
dent optical mode vectors which must be orthogonal 
to the acoustic mode vectors and thus have the gener­
al form 
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(53) 

where 1/1 is a three-component vector. 

We now consider the conditioils under which an opti­
cal branch will approach a definite frequency as tP -7 

O. According to the discussion in Sec. IX, a necessary 
and sufficient condition that the above be true is that 
either ~o(~) E Ss(X N = O;~) or +,o(~) E S4(X M = O;~) 
for all tP, where yO(iP) gives the long-wavelength be­
havior of the eigenvectors for the branch. The above 
condition is equivalent to stating that either P(S s(X N:= 

0; ~»+'O(~) = WO(~) or P(S4(XM := 0; ~))+,O(~) := +,O(~) 
for all~. Using Eqs. (28) and (52), we impose each of 
these conditions on a vector +,0 (~) of the form given 
by Eq. (53) and obtain the following result: An optical 
branch for a crystal with two particles per cell (and 
Coulomb interactions) will approach a definite fre­
quency in the long-wavelength limit if and only if, in 
that limit, the branch becomes either purely trans­
verse or purely longitudinal. 

Next we obtain eigenvalue equations for A and Co (t/i) 
with vectors of the form given in Eq. (53). Attach the 
superscript a to 1/1 in Eq. (53) and substitute the result 
into Eq. (19). Using Eq. (17), we obtain the following 
result: 

(54) 

Attach the superscript 0 to 1/1 and substitute the result 
into Eq. (18). With the aid of Eqs. (2), (12), and (17), 
we find that 

(1 + fJ.dfJ.2)[A ll + (41Ta3/va)(Zr;fJ.l)L]1/I0(~) 
= X 0 (~)1/I0 (~). (55) 

From Eqs. (22) and (23), it follows that 1/I0(~) will be 
a purely transverse or purely longitudinal solution of 
Eq. (55) if and only if it is also a solution of Eq. (54) 
for all~. Thus, eigenvectors of CO(~) which are 
transverse (longitudinal) for all ~ can be found by 
determining eigenvectors of All which are trans­
verse (longitudinal) for all ~ and by substituting the 
results into Eq. (53). 

In the remainder of this section we analyze the long­
wavelength Mhavior of the optical branches for the 
various crystal symmetries. The two particles in 
each cell cannot be identical since Zl = - Z2' Thus, 
the factor o(K,Fo(K',R» in Eq. (6) must equal 0KK" 
Equation (16) then reduces to 

(56) 

where R is any element of the point group for the lat­
tice. Equation (56) and the fact that All is real and 
symmetric can be used to determine the form im­
posed on All by the crystal symmetry. 

If the point group for the lattice belongs to either the 
triclinic or monoclinic system, we find that All has 
three distinct eigenvalues (barring accidental dege­
neracy). But in this case the directions of the eigen­
vectors of Eq. (54) are fixed, and a vector which is 
transverse or longitudinal for all ~ cannot be a solu-
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tion. Therefore, in the long-wavelength limit none of 
the optical modes approaches a definite frequency. 

For crystals whose point groups fall into the trigonal, 
tetragonal, or hexagonal systems, we find that All 
may be reduced to the form 

[

a 0 O~ 
All = 0 a 0 , 

o 0 y 

(57) 

where in all cases we chose the z axis to be the prin­
ciple rotational axis of the point group. Since All 
(and thus A) has a twofold degenerate eigenvalue, the 
discllssion under Case (b) of Sec. VI is applicable, and 
Co (tP) has at least one eigenvector lying in S s (X N := 

O;~) for all ~. Clearly, one such vector is obtained 
by setting 1/10 (~) = 1/1 a = ij 1 (~) in Eq. (54), where 

(58) 

The corresponding eigenvalue is XO := (1 + fJ.l/fJ.2)a. 
In the long-wavelength limit one optical branch is 
purely transverse and approaches a definite frequen­
cy given by the above value of XO. The two remaining 
soJ..!ltions 2f E].q. (55) must be of the form 1/I0(~) := 

cltP + C211 2(tP),where cl and c2 are constants and 
ij2(~) is a unit transverse vector orthogonal to ij 1 (~). 
Substituting this vector into Eq. (55), we obtain the 
eigenvalues 

X~ = ~(1 + fJ.dfJ.2){(a + y + Q) 

± [(a - y - Q)2 + 4(a - y)Q sin2el l !2}, (59) 

where £2 := (41Ta3/v a)(Zt/fJ.l)' and e is the angle be­
tween tP and the z axis. Barring accidental degener­
acy (a = y), the frequencies approached by these opti­
cal branches in the long-wavelength limit depend 
upon e. Neither branch is purely transverse or pure­
ly longitudinal in this limit. 

Finally consider lattices whose point groups belong 
to the regular system. For such lattices, it follows 
from Eq. (56) that All := aI. We can easily solve Eq. 
(55) for this case; however, in order to illustrate 
some of the material in the preceding sections, we 
instead give the following arguments. The matrix A 
has the threefold degenerate eigenvalue (1 + fJ. d fJ. 2 )a, 
and the corresponding eigenvectors span a three­
dimensional subspace S3 of S6 (total), where S3 is 
orthogonal to the subspace S3 (acoustic). But in S6 
(total) the subspace S3 (acoustic) coincides with S3 
(zero). Thus, S3 coincides with S 3 (normal), and the 
discussion under Case (c) of Sec. VI is applicable. 
One of the eigenvectors coincides with Y In (~), de­
fined by Eq. (27) with K := 1 and 2, for all~. The cor­
responding eigenvalue is (1 + fJ.dfJ.2)[0! + (41Ta 3 /v a) 
(Z V fJ.l)]' The remaining two eigenvectors lie in 
S s(X N = 0; $) and correspond to the eigenvalue (1 + 
fJ.dfJ.2)a. Th~ latt~r two vectors are transverse, be­
cause S s (X N = 0; tP) can contain only one longitudinal 
vector and this vector lies in S3 (acoustic). Thus, in 
the long-wavelength limit all three optical branches 
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approach definite frequencies. Two branches become 
purely transverse and degenerate in this limit and 
the remaining branch becomes purely longitudinal. 

XI. THE WURTZITE STRUCTURE 

For a second example consider point ion models for 
lattices having the Wurtzite structure. Such lattices 
consist of two geometrically identical, interpenetra­
ting, hexagonal close-packed structures. The first 
consists of identical cations (K = 1 and 2), and the 
second consists of identical anions (K = 3 and 4). The 
two close-packed structures are displaced from each 
other in the direction perpendicular to the bases of 
the unit hexagonal prisms. There are four particles 
per unit cell, and thus S3! (total) = S12 (total). The 
point group for the lattice is C 6 v • 

We imbed a Cartesian coordinate system in the lat­
tice with the origin at the position of one of the ca­
tions (with K = 1). The z axis is chosen perpendicu­
lar to the base of a hexagonal prism. The x axis in­
tersects a vertex of the hexagon of particles with K = 
1 centered about the origin, and the y axis bisects a 
side of the same hexagon. Then, using Eqs. (6) and 
(16) and the fact that A is real and symmetric, we 
find that the form for A required by symmetry is 

(60) 

where 

[

O'KV 0 

= ~ ~KV (61) ~ ]. 
(3KV 

In addition the A KV obey Eq. (17). 

We must determine the long-wavelength behavior of 
the twelve branches of the dispersion relations. 
Three of these are acoustic mode branches, which 
lie in S9 (zero). Equation (60) shows that A is invari­
ant under a product of transpositions of its indices of 
the form (12)(34). It follows from the analysis in Sec. 
VII, that A and CO(~) have six additional linearly inde­
pendent eigenvectors lying in S 9 (zero). According to 
Eq. (32), the general form of these vectors is given by 

(62) 

where 1/1 1 and 1/1 2 are three component vectors. The 
corresponding eigenvectors and eigenvalues of A and 
CO(~) are easily found by substituting Eqs. (60), (61), 
and (62) into Eq. (19). We will not list the results 
here but point out that there are two twofold degener­
ate eigenvalues and two nondegenerate eigenvalues. 

So far we have established that at least nine of the 
twelve branches of the dispersion relations approach 
definite frequencies in the long-wavelength limit. To 
study the three remaining branches, construct a 
general vector which is orthogonal to S3 (acoustic) 

and to any vector of the form given in Eq. (62). The 
form of such a vector is 

j.L§/21/1 

j.Lj/21/1 
'ft= (63) 

- j.Li12 1/1 

- j.Li/21/1 

where 1/1 is a three-component vector. 

Eigenvectors of A or of CO(~) of this form can be de­
termined by substituting Eqs. (60), (61), and (63) into 
Eq. (19) or Eq. (18), respectively. Mathematically, the 
remainder of the problem is identical to the problem 
of determining the optical modes for a hexagonal 
(etc.) crystal with two particles per cell discusse~ 
in Sec.X. We find that for one eigenvector of CO (tfJ), 
1/1 in Eq. (63) is proportional to ~1(~) as defined in 
Eq. (58). The corresponding branch of the dispersion 
relations is purely transverse in the long-wavelength 
limit and approaches a definite frequency correspond­
ing to'\o = (1 + j.L3/j.L1)(0'33 + 0'34). The remaining 
two branches of the dispersion relations are neither 
purely transverse nor longitudinal in this limit and 
do not approach definite frequencies. The eigenvalues 
of CO(~) for these branches are given by 

8 
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FIG. 1. x0l'n as a function of e for lattices of the wurtzite structure 
with XL + xI- = 1On. The solid line results from XL - XI- = (3/2)n 
and the broken line from XL - XI- = 2n. 
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FIG. 2. X0l'n as a function of e for lattices of the wurtzite structure 
with XL + XT = lOne The solid line results from AI. - XT = 3n, the 
hatched line from AI. - AT = 4n, and the broken line from XL -
AT = 6n. 
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~~'(tP) = ~(~L + ~T) ± M(~~ - ~T)2 

+ 8g(~T - ~~ + 2g) sin2ap/2, (64) 

where ~o' = ~o/(1 + 11-3/11-1)' g = (41Ta3/Va}(Zl!11-3)' 
~T = (a 33 + ( 34 ), and ~~ = (1333~+ 1334) + 2g. The 
quantity a is the angle between cp and the z axis. 

In Figs. 1 and 2 we illustrate the a-dependence of the 
two branches for some hypothetical models with A~ + 
AT = 109 and with values of ,\~ - AT ranging be­
tween (3/2)g and 6g. The branches are either longi­
tudinal or transverse at a = 0 and a = 1T/2, and this 
property is shown by an L or T on the graph. The 
model with ~~ - AT = (3/2)g is qualitatively similar 
to a model for Cadmium Sulfide studied by Nusimo­
vici and Birman.14 Finally notice that if AI, - AT = 
2g, then both branches approach definite frequencies 
in the long-wavelength limit. In this case (a 33 + (1134) 

= (/333 + /334)' and all three of the modes just analyz­
ed become accidentally degenerate. The matrix A 
then has a threefold degenerate eigenvalue whose 
eigenvectors span 8 3 (normal) and the discussion 
under Case (c) of Sec. VI becomes applicable. 

xn. THE CUBIC PEROVSKlTE STRUCTURE 

For a final example, we consider a lattice of the cubic 
perovskite structure. Such a lattice consists of three 
types of ions,A, B, and C. There is an ion of type 
A (K :::: 1) at the corner of each cube, an ion of type 
B (K :::: 2) at the center of each cube, and an ion of 
type C (K = 3,4 and 5) at the center of each cube edge. 
Thus, there are five particles per unit cell and the 
space S 3/ (total) = 8 15 (total) is fifteen dimensional. 
The point group for the lattice is 0 h' We choose Car­
tesian coordinates along cube edges and, using Eq. 
(16), find that the form of A required by symmetry is 

al /31 F(o, E, E) F(E, 0, E) F(E,E,o) 

/31 yl F(~,v,v) F(v,~, v) F(v, v, 0 
A:::: F(O,E,E) F(~,v,v) F(a, T, T) F(p, p, w) F(p, w, p) , (65) 

F(E,O,E) F(v,~, v) F(p, p, w) F(T, a, T) F(w,p,p) 

F(E, E, 0) F(v, v,~) F(p, w, p) F(w,p,p) F(T, T, a) 

where 

F(x,y,z) ~ [~ ~ :] (66) 

We now show that aU branches of the dispersion re­
lations approach definite frequencies as cp approa­
ches zero. Define the matrix U by 

I 0 

o I 
o 
o 

o 
o 

o 
o 

U:::: 0 0 F(1, 0, 0) F(O, 1,0) F(0,0,'1) (67) 

o 0 F(O, 1,0) F(O, 0,1) F(1, 0, 0) 

o 0 F (0,0,1) F(1, 0, 0) F(O, 1,0) 

Using Eqs. (65), (66), and (67), we see that UAU-1 has 
the form given in Eq. (38). Further, using Eq. (12) 
and the fact that particles with K :::: 3,4, and 5 pave 
equal charges and masses, one finds that UN(CP)U-1 = 
N(tP) for aU ~. Referring to the last paragraph of 
Sec. VIII, we conclude that aU branches of the disper­
sion relations approach definite frequencies in the 
long-wavelength limit. 

We conclude this section by giving a qualitative dis­
cussion of the behavior of the fifteen branches of the 
dispersion relations as cp approac~es zero. Using Eq. 
(8), we construct the matrices T(O;R) for the lattice. 
The resulting representation of the point group Ok 
rf'duces to 4r 15 EB r 25' Since both of the irreducible 
representations r 15 and r 25 are three dimensional, 
the matrix A has five threefold degenerate eigen­
values. With the aid of Eq. (9), we construct a projec­
tion operator to the three-dimensional subspace of 
vectors in S 15 (total) transforming according to r 25' 
Then, operating upon a general vector with this pro-
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jection operator, we find [with the aid of Eq. (30)] that 
any vector transforming according to r 25 lies in the 
subspace S12 (zero); and, thus, the discussion under 
Case (a) of Sec. VI is applicable. Three branches of 
the dispersion relations for the lattice become de­
generate as cp approaches zero. Using Eq. (19), we 
easily find that the frequency approached corresponds 
to A :::: T - w. 

The subspace of vectors transforming according to 
r 15 is the subspace of vectors orthogonal to all vec­
tors transforming according to r 25' There are four 
sets of such vectors, each set corresponding to a 
threefold degenerate eigenvalue of A. One set pro­
vides three independent acoustic mode vectors for A 
which are also acoustic mode vectors for Co (~). Con­
sider anyone of the remaining three sets of vectors. 
Since the corresponding eigenvalue A a of A is three­
fold degenerate, the discussion under Case (b) of Sec. 
VI is applicable. For every ~ at least t:wo linearly ~ 
independent vectors from this set lie in S::.4(A N = O;cp) 
and are, therefore, eigenvectors of Co (~) correspond­
ing to the eigenvalue Aa • We do not Jxpect the Jntire 
set of vectors to lie in S 14 (~N =:: 0; CP) for any cp ex­
cept accidentally, for if it did, a vector from t~e set 
could be found which lies both in 8 14 (~N = 0; CP) and 
S 13('\ M =:: 0; tP). 9 But the intersection of S14 (,\ N = 0; ~) 
and S13(~M =:: 0; $) is S12 (zero), and only the acoustic 
mode vectors and those transforming according to 
r 25 are required to lie in 8 12 (zero) by symmetry. 
Thus, each of the remaining three sets of vectors 
(each set corresponding to a threefold degenerate 
eigenvalue of A) provides us with two linearly inde­
pendent vectors corresponding to a twofold degener­
ate eigenvalue of Co (~). [The eigenvalues are the 
same for A and Co (~).] In the long-wavelength limit 
there are three sets of twofold degenerate branches 
of the dispersion relations. 

There remain to be considered three eigenvectors of 
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CO($). Thes~ are not required by symmetry to lie in 
S14(A N = 0; tP). Since in the long-wavelength limit the 
corresponding branches of the dispersion relations 
must approach definite frequencies, it follows from 
the work in Sec. IX that these vectors must lie in 
S13(AM = 0; $). The branches will not be degenerate 
in the long-wavelength limit except by accident. 

xm. CONCLUDING REMARKS 

In this paper we considered the behavior of the dis­
persion relations only in the limit of infinite wave­
lengths. In order to obtain information about such 
properties as the contributions of the various bran­
ches to the phonon frequency spectrum in the long­
wavelength limit, it is necessary to determine the be­
havior of the dispersion relations at somewhat shor­
ter wavelengths. A general procedure for such an 
analysis is the following. Using methods outlined in 
Appendix B, we expand the dynamical matrix to 
second order in the form 

C(tP) = CO($) + C1(tP) + C2(tP) + remainder, (68) 

where C1(tP) is purely imaginary and of first order in 
the components of tP and C2(tP) is real and of second 
order. The forms of C1(tP) and C2(tP) for a given 
crystal symmetry can be determined by using Eq. (7). 
We regard C1(tP) + C2(tP) to be a perturbation of 
CO($). The corrections to 71.0($) given by perturba­
tion theory determine the analytic behavior of A(tP) in 
the neighborhood of tP = o. So far, we have used this 
procedure to successfully analyze a limited number 
of cubic structures, including point ion and shell 
models. However, we do not consider our present re­
sults to be of sufficient generality to include them in 
this paper. 

APPENDIX A 

The contribution of the long-range interactions to the 
dynamical matrix is given by 

Cfs(KoKltP)=aP+2C-1L; (/l /l )-1/24),,(0 1) 
/ KO K JS KO K 

x exp[21TitP°,.,(lKKo)], (Al) 

where if 0, KO ~ 1, K, then 

4>!-s(O 1) = pGZ Z a-(P+2) 
J KO K K Ko 

X [- (p + 2)T)j(lKKo)T)s(lKKo) (~ T)f(lKKO»)-(PI2)-2 

+ Ojs(~ T)2(1 KKO~ -(PI2)-1] , (A2) 

and 

4> f.s (0 0) = _ 6 4> f. (0 1 ) . 
J KO KO /,K"'O,K

O 
JS Ko K 

(A3) 

After applying the Ewald transformation to Eq. (AI), 
we obtain the following results: 

(1) If K ~ KO' then 

Cfs(KOK I cp) = [p1T(pI2)+1/r(~p +1)] [ZKoZK/(/lKoIlK)1/2] 

x [(21Ta 3/V a ) ~ [CPj + ~j(h»)[CPs + ~s(h)J 

x exp{- 21Ti~(h)o["'(K) -,.,(KO)]} 

x 4>-1/2P+1/2(1T[tP + ~(h)J2)- 21T 6 T)j(l KKO) 
I 

x '11 s (1 KKO) exp[21TitP 0,., (1 KKO)] 

X 4>(p12) +1 (1T,.,2 (l KKO» 

+ 0jS ~ exp[21TitP°,.,(lKKo)] 
/ 

x 4> pI2(1TT) 2 (1 KKO»J. (A4) 

(2) If Ko = K, then 

Cfs(KKltP) = Bfs(KKltP)-Bfs(KKIO) 

- 6 (IlK,(/lK)1/2Cfs(KK'10). (A5) 
K/;I!I< 

The quantity Bfs(KKIO) is given by 

Bfs(KK I 0) = [p1T(PI2)+1/r(ip + 1)] (Z~//lK) 

x (21Ta 3/V a ) ~ [CPj + ~ih)][CPs + ;s(h)] 

x <I>-1/2P+1/2{1T[tP + ~(h»)2) - 21T 6 T)j(l) 
/"'0 

x T)s (l) exp[21TitP o,.,(l)] <I> (pI2) +1 (71T)2(1» 

- (~p + 1)-10jS + 0js 6 4> pI2(7T'I12(1» 
/"'0 

x exp[21TitP o,.,(l)]). (A6) 

The subscript h indicates a summation over the reci­
procallattice, and ~(h) = ay(h), where y(h) is a reci­
procallattice vector. The function <I>m (x) is an in­
complete gamma function defined by 

(A7) 

APPENDIXB 

The elements of CS(tP) are known to be analytic func­
tions of tP at tP = O. Expressions for the expansion of 
<I> m(x) from x = 0 into regions of positive x are given 
in Appendix B of Ref. 4. Using these expansions and 
the relation <I>;"(x) = - <I>m+ (x), we can obtain expan­
sions of the elements of cLttP) about tP = 0 from Eqs. 
(A4)-(A6). These expansions consist of a single non­
analytic term plus a power series in the components 
of tP. The constant and nonanalytic terms in the ex­
pansion for 1 < P < 3 are given by the following 
equations: 

(1) If KO ~ K, then 

C fs (KOK I tP) = CKOK (p )Fj s(,.,(KO) -,.,(K» 

+ Z Z (/l /l )-1/2k cpP-3cp.cp 
KO K KO K P J s 

+ remaining power series terms. (B1) 

(2) If KO = K, then 

Cfs(KKltP)= - 6 (/lK,//lK)1/2C fs(KK'lo) 
K'~K 

+ Z~Il-'lkpCPP-3CPjCPs 
+ remaining power series terms. (B2) 

In the above equations, 
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1. INTRODUCTION 

Although the infinitesimal transformations of the 
SU(3) have received considerable attention,l it is 
only in the past few years that the matrices of the 
finite transformations in an arbitrary irreducible 
representation of the group have begun to attract the 
attention of some authors. 2 - 4 A general element U 
of the group was first parametrized in the form 

by Murnaghan. 5 Here D is a diagonal matrix with 
elements expio 1 , expi0 2 , exp(- iO l - i0 2 ), and 
Up (cp, a) is a 3 x 3 unitary unimodular matrix which, 
fOf instance for p = 1, q = 2 has the form 

( coscp 
U 12(¢' a) = \Sincp ~xp(ia) 

-sincp exp(- ia) 
coscp 

o ~). 
(1.2) 

An alternative which is analogous to the SU(2) Euler 
angle parametrization and which is more convenient 
for finding the finite transformations of SU(3) has 
also been obtained recently by Nelson. 6 His result is 
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where T s = (1/v'3)A. s ' T; = ~A; (i = 1,2,3), and Aj are 
the Gell-Mann SU(3) matrices. 1 Since A3 and As are 
diagonal it follows immediately that 

(IMY le-icx3Ts e-icx2T2,-irT3 II'M'Y') 

= D~M,(a3' a 2, y)Oyy,(jII" (1. 4) 

and . 

< I -illTsl 'M'Y') -lilY" " " [MY e [ = e VyytvII,vMM" (1. 5) 

I is the isotopiC spin, M the third component of I, and 
Y the hypercharge. Instead of Y we shall, in the 
following, use the more convenient notation 0, which 
is related to Y by 

° = ~Y + Hp - q), (1.6) 

p and q being nonnegative integers characteriZing an 
irreducible representation of the group. 

Using Eqs. (1. 4) and (1. 5), the matrix elements of 
Equation (1. 3) can be written as 
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(lMY I U Il'M'Y') 

The problem then reduces to finding the matrix 
elements 

Df~~,I'M'Y'(V) = (IMYle-
iv

"-4II'M'Y'). (1. 8) 

A number of authors 2- 4 have carried out this calcu­
lation by observing that e - iv>q can be expressed as a 
product of three terms: 

(1. 9) 

and therefore evaluating the simpler matrix 

Ef~1,I'M'Y'= (lMYle
i

(1T/2)A s ll 'M'Y'). (1. 10) 

Because Chac6n and Moshinsky2 published their 
result as a letter, they had to be brief and could 
give hardly any details. Holland's result3 was pre­
sented in a form which makes practical applications 
very difficult; we found Majumdar's and Basu's4 

2. THE Ej;./y,l'M'Y' MATRIX ELEMENTS 

approach not easy to follow. Taking these considera­
tions into account and because our method seems 
more straightforward, we rederive in Sec. 2 the 
matrix elements Efj/Y,I'M'P' 

However, we believe that, the direct evaluation of 
djJ:y,I'M'Y'(v) is no more difficult than that of the E­
matrices. The details of this are presented in Sec.3 
where it is shown that the matrix elements can be 
expressed in an alternative way as a product of two 
Jacobi polynomials and a Clebsch-Gordan coefficient. 
The main results of the paper are Eqs. (2. 11) and 
(3.11). In Sec.4 we study the properties of 
DfilYI'M'P(v) for special values of v. This enables us 
to whte down the orthogonality property and various 
sum rules and addition theorems of the E-matrices. 
In Sec. 5, we consider the finite transformations of 
the Weyl subgroup of SU(3) and use our method to 
obtain the effect of the Weyl reflections on the basis 
vectors of an arbitrary irreducible representations 
of SU(3). Finally, in the Appendix, we derive a rela­
tionship between the Racah coefficient (which is 
essentially what the E matrices are) and the generali­
zed hypergeometric function 4F 3(1). This relation 
may prove useful in applications to many-body 
problems. 

The orthonormal basis state of SU(3) in the unitary irreducible representation (P,q) is 7 ,8 

IP,q;jmY) = Ijmo) 
1/2 xj+/;-r(_ x)j-m-ryr(y)Ifl-/;+YzJrj-6(z)q-j+6 

= [(p +q + l)!P!q!] ~mb ~ (j+ 0 -r)!(j-m -r)!r!(m _ 0 + r)!(p-j- o)!(q _j + o)! (2.1) 

where 

N .. = (2j + 1)(j + m)!(j -m)!(j + 0)!0 - 0) !(p - j - o)! (q - j + o)! )1/2 
l n

U, (p + j - 0 + 1)! (q + j + 0 + 1)! 

and 0 is as defined in Eq. (1. 6). 

From Eq. (2. 1) one obtains the inverse relation 

xi+ /;-r(_ x)j- m-ry 7" (ji) m- /; +rzp-j- /; (:2) q-j+/; 

=M. ",(P-l-O)!(q-l+O)!(q+l+O+1)!(P+l-O+1)!)1/2 
J/;mr Lj U -I)!(j + I + 1)! 

x cHU + 0), i(j - 0),1; i(j + 0 - 2r), i(2m + 2r - j - o),m}IImo), 

where 

_ (U + 0 - r)!(j - m - r)!Y!(m - 0 + Y)!)1/2 
~bmY - P!q!(p +q + I)! 

and CU1j2j;m1m2m) is the SU(2) Clebsch-Gordan coefficient. 9 

From Eqs. (2.1) and (2.3) we obtain in a straightforward manner the matrix elements Ej,;,t,i'm'6' as 

gP,q. = (J"m'ole i (n/2) AS I}'mO) 
J 'm 'el.jlflfJ 

with 

= N (p- j' - o')!(q - j' + o')!(q + j' + 0' + 1)!(P + j' - 0' + 1)!)1/2 
}m6\ (P-j-o)!(Q-j+6)! 

x6 C{Hp-r),Hq-m +o-r),j';!(2j +20-p-r),!(m +6+q-2j+r),m'} 
r r!(m - 0 + r)![(j + 0 -r)!{j - rn -r)!(p - j' - 0' -r)! (p + j' - 0' + 1 -r)!p/2 

20' = P - q + m - 0, 

m + 0 = m' + (j'. 

Substituting in Eq. (2. 5) Racah's expression for the Clebsch-Gordan coefficients, viz., 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

J. Math. Phys., Vol. 13, No.8, August 1972 
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C(j .. 'm m m ) = 6 (2' + l)(jl + j2 - j3)!(h + j1 -j2)!(j3 + j2 -h)!)1/2 
11213' 1 2 3 m3 ,m+m2 ~3 (. +. +. +1)1 

1 11 12 13 . 

X [(j1 +m 1)!(jl -m 1)!(j2 +m 2)!(j2 -m 2)!(j3 +m 3)!(j3 -m3)!)1/2 

XL; (-1/
5 

[(j1 +j2 -j3 -S)!(jl -ml- s )!(h +m 2 -S)!(h-j2 +m1 + s)! 
5 S. 

X(h- j 1- m 2+ s)!l-1 (2.7) 

and using in Eq. (2. 5), Eq. (2. 6) and the relation 

1 
~ r!(m - 0 + r)!(p + j' + 1 - 6' -r)!(p - 6' - j'-s -r)! 

_ (p+q+1-s)! 
- (P + j' + 1 - o')! (q + 0' - j' - s)! (p - 0' - j' - s)! (q + j' + 0' + 1)!' (2.8) 

we obtain the result 

x (- l)P+Q+V(v + I)! 
~(P + q - II)! (j + j' + p + m' - 6 - II)! (j + j' + q + 6 - m'- II)! 

x 1 
(11+ o'-j'-P)!(v-j'-q-o')!(II-o-j -q)!(I1+ o-j-P)l' 

(2.9) 

I 

where we have replaced s by the E matrices are easily derived. Thus 

II == P + q - s = 2p + m - 0 - 20' - s. (2. 10) 
(2. 12) 

From (A1) we see that Eq. (2. 9) can be written as a 
Racah coefficient. Thus 

Thus from Eqs. (1. 9) and (2.11), it is a straight­
forward matter to write down the matrix elements 

E P,q 
j 'rn '6'.jmb 

= (- l)b'-m'[(2j + l)(2j' + 1)]1/2 

D P,q 
IMY,I'M'Y" 

3. THE D;MqY,!IM'Y' MATRIX ELEMENTS 

x W(~(20 + q), t(P - 0 -m), ~q; t(20' + q);j',j». 

(2. 11) 

By virtue of Eq. (2. 6) the above result can be written 
in various forms. This result is in agreement with 
those of Chacon and Moshinsky2 and Majumdar and 
Basu. 4 Holland's result3 is equivalent to our Eq. (2. 5). 

The purpose of this section is to carry out the evalua­
tion of the matrix elements (1. 8) directly. Applying 
the operator e- iVA4 to Eq. (2.1) is equivalent to the 
replacements 

X ---'> X COSII - iz sinz:,', 

}' ---'> y, 

X ---'> X COSII + iz sinll, 

y ---'> y, 
From Eq. (2.9), the following symmetry properties of Z ---'> - ix sinll + Z COSII, Z ---'> ix sinll + Z cosv. 

Thus 

Ijm6)' := e- iVA4
1 jmo) = [p !q!(P + q + 1)!]1/2N.im" 

(_ 1)2j+b-m-2r- a+ c+ b +d( COSI' ) a+b +p+q-2j- c-d(i sinv)2j+ 6-m+c + £1- 2 Y- a- b 

X r,a,Pc,d r!a!b!e!d!(j+ 0 - r - a)!(j-m - r - b)!(JJ - j -0 - e)! 

xa +c (_ x) b+dy r (Y) m- b + Y Z p-r-a- c(z) q+6-m- Y- b- d 
X . 

(q - j + 0 - d)! (m - 0 + r)! 

With the choice 

6' == t(o + e - b - d - m + 6), m' = i(a + c - b - d + m - 0), 

I' == t(a + e + b + d +m - 0 + 2r), m'-o' =m - 6, 

xa+c (_ x)b+dyr(y) m-o+r Z p-y- a-c(z)q-m+o-r-b-d becomes xI'+b'-r (_ x)l'-m'-ryr (Y) m'- 6'+r Z P- 1'-0' (z) q- 1'+6'. 

Observing that 
a+c ex 

L;~ = ~ ~ ::::~~, 
a C a+c a-C~- (a+c) a fe-a 

Equation (3.2) can now be written as 

J. Math. Phys., Vol. 13, No.8, August 1972 
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(3. 2) 

(3.3) 

(3.4) 
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e- iVA4 Ijmo) = [p!q!(p+ q + 1)!]1/2Njn,o 

a s (_1)2j-2r+o-m-t-s(_ i cotv)t+13(cosv)p+q-2j(i sinv)2j+o-m-2r 

X ~ E t"fu BE r![~(QI + t)]!Ws + m]!WQI-t)]![~(s -(3)]!(m -0 +r)! 
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x [j + 6 -r- ~(Q: + t)]![j -m -r - ~(s + (3)]![p - j - 6 - ~(QI - t)]![q - j + 6 - ~(s - (3)]!' 

(3.5) 

where QI:=s+m'+6', m'-6':=m-6, and I'=s+m'+r. (3.6) 

From Eqs. (2. 3) and (3.5), it follows immediately that 

(j'm'6'le- iVA4 Ijm6)=l'vjmo[(p-j'-6')!(q-j' +6')!(j'+6' +q+ 1)!(j'-6' +p+ 1)!]1/2 'B 
5 

'B 
r ,5 , a t =- a 13=- 5 

(- 1)2j+o-m-2r+s+BS! QI! (COSV)P+Q-2j(i sinv)2j-m+o-2r(i cotV)t+B 

X B(QI + t)]![HQI - t)]![~(S + (3)]![~(S - (3)]![r!s!QI !(r + QI - j' - 6')!(r + QI + j' - 0' + l)!(m' - 6' + r)!]1/2 

CH(r + Il), ~(r + QI-26'),j'; ~(QI-r), ~(m'-6' +r -s),m'} 

x [j + 6 -r -~(Il + t)]![p -j - 0 -~(QI -t)]![j -m -r -~(s + (3)]![q - j + 6 - Hs -(3)]' 
(3.7) 

The t and (3 summations can be easily carried out. Since 

xn 1 
y :=~n!(QI-n)!(j3 +n)!(y-n)! = QI!{3!y! 2F1(- QI,-Yjj3 + 1jx) (3.8) 

and QI := S + m' + 6', Eq. (3. 7) becomes 

(j'm' 6' I e - ivA4 I jmo) = l'vj"iO[ (p - j' - 6')! (q - j' + 6')! (j' + 6' + q + I)! (j' - 6' + P + I)! ]112 

(cosv )p+q-2j-m'-6'-2s(_ i sinv)2j+2i1-2r+2s 

x Ps [s !r! (s + m' + 6')! (s + j' + m' + r + I)! (- j' + m' + r + s)! (m' - 6' + r)! ]172 

x CH(m' + 6' + r + s), Hm' - 6' + r + s), ]'; ~(m' + 6' + s - r), 1(m' - 6' + r - s), m'} 
(j) - j - 6 - til ' - 6' - s)! G + 6 - r)! ( - j + 6 + q - s)! G - m - r) ! 

X 2F1 (- m' - 6' - s, - j - 6 + rj 1 + P - j - 6 - m' - 6' - Sj - cot 2 v) 

X 2F1 (- S, - j + m +rj 1 + q -j + 6 - s; - cot2 v). (3.9) 

Equation (3.9) is the desired result. It can, however, be written in a more convenient form as follows. Since 
the Jacobi polynomial is related to 2F1 by10 

(a,B) r(n+{3+1) ( . . X+1) 
Pn (x):= n! r({3 + 1) 2F1 (- n, - n - QI, (3 + 1, x-I ' 

Eq. (3. 9) can be expressed in the alternative form 

p,q _ Njmo[(P-j' - o')!(q - j' + 6')!(j' + 6' + q + l)!(j' - 6' + P + 1)!]112 
Dj'm'o',jmo (v) - (p _ j _ 6)! (q _ j + 6)! 

x 'B( s!(s + nt' + 6')! )1/2 
r,s r!(m' - 6' + r)!(j'+ m'+ 1 + s + r)!(-j' + nt' + s + 1')! 
(cosv) P+q-2j-m'-Ql-2s(_ i sinv)2j-2 m'-2r-2s {' 

X U- m _ r)!(j + 6 -r)! C 2(m'+ 6' + s + r), ·Hm'- 6' + s + r),j'; 

1.(' ",' +' )1.(' ",' + )!\ p(j--m-y-s.q-jt o-S ) ( 2 )p(jte-m'-iJ'-r-s,p-j-e-m'-I/-S)( 2) 
2 m + u s - r , 2 m - u r - s ,m J s cos V s+m'te' cos v. 

(3.10) 

(3. 11) 

This form will prove useful for the consideration of special values of the parameter v. It is, in fact, the one we 
shall adopt. However, since the Clebsch-Gordan coefficient is a 3F2(1) function, Eq. (3. 11) can also be 
expressed in an equally convenient form as 

p,q _ (j' - 6' + P + 1)! (j' + 6' + q + I)! 
DJ 'm'6',jmc,(V) - ~tlliJ~'m'6' (p - j - 6) !(q - j + 6)! 

(coslI)P+q-2j-m'-6'-2s(-i sinv)2j-2 m '-2r-2s s!(s +m' + 6')! 

x Psr!(j +6-r)!(j -m-r)!(j'+6'-r)!(j'-m'-r)!(-j'+m'+s+r)! 

J. Math. Phys .• Vol. 13, No.8, August 1972 



                                                                                                                                    

1222 D. A. A K YEA M P 0 N G AND M. A. R ASH I D 

F ( r '" , + ,,' '1 1 ." X 3 2 - ,.1 - In - S - r, - m v - r; J + 0 - r + 1,J - m - r + 1; 1) 
(s + r + j' + m' + I)! (m' - 0' + r)! 

x p(J-m-r-s,q-j+6+s)(·cos2 v) p0- m '+o-8-r-s,Pi-o-IIl '-0'-s)( 2) 
s 5+rn'+0' cos v. (3. 12) 

Note added in proof: Equation (3.11) and its equi­
valent can be written in a more symmetrical form by 
means of the replacements s --7 s + ~m' + 10' and 
r--7j-1m +10-r=j-1m'+10'-r. 

4. SPECIAL CASES AND ADDITION THEOREM 

An important check on our work is the evaluation of 
the special value of v = - 1T/2 in any of the three 
equations (3.9), (3. 11), and (3.12). Using Eq. (3.11), 
we easily obtain the result 

D P,q (1T/2) - ( I)J+rn+6-j'Ep,q 
j'm'6',jrnO - - - j'-li.'b;j-mb' (4.1) 

which, as expected, is of the same form as Eq. (2. 11). 
Also 

D/:,;'b"jliib(1T) = (- I)P+q+rfl-6Dj:'~'b"jm6 (0) 
_ (l)p+Q+m-o " 
- - 0j'jO""mVb'o' 

(4. 2) 

Thus since p + q + m - 0 is an integer, the D-matrix 
is periodic in v with period 21T. 

The orthonormality condition of the E-matrices 
follows from Eq. (1. 9). Using that equation, we have 

where the dagger denotes Hermitian conjugation. We 
then obtain the generalized form of the orthonormality 
property of the Racah coefficients, 11 

0jjIOmm'Ooo,= :B(2,i" + 1)[(2j + 1)(2j' + 1)P/2 
j" 

X W(}(20 + q), }(P - 0 -m), ~q, 

}(P + m ' - 0');,i",j)W(~(2o' + q), 

Hp-o'-m'),~q,{(p+m-o);j",j'). (4.4) 

Again by putting v = - 1T/2 in Eq. (1. 9) and using 
Eq. (4. 1), we obtain the sum rule 

j" ) p,q x dmlrrtll(- 'IT X EjllmftlfP,jtlilJ' 

which in terms of the Racah coefficients reads 

(- 1)j-j'+IJ!+bW(~(20 + j), }(p - 0 + m), 

~q, ~(p -m - 0); j', j) 

=:B (-I)P-Q-2b-j"(2j" + 1) 
j" 

(4.5) 

X W(~(20' + q), }(p - 0' - m'), ~q, }(P + m' - 5'); 

j", j')W(~(20 + q), ~(P - 0 -m), 1q,hp + m - 5); 

}",j). (4.6) 

Equations (4.4) and (4.6) are the usual sum rules of 
the Racah coefficients which have now appeared quite 
naturally in our analysis. 
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5. THE FINITE TRANSFORMATIONS OF THE 
WEYL SUBGROUP 

As an application of the above method, we wish to con­
sider the finite transformations of the Weyl subgroup 
on the basis states of an arbitrary irreducible repre­
sentation of SU(3), since this is probably the most 
immediately useful set of finite transformations of 
SU(3).12 As is well known, invariance under SU(3) 
implies invariance under Weyl reflections. 

The matrix representations of the Weyl reflections 
are denoted by Wl' W2 , W3 and these are defined as 

1 0) (1 o 0 W2 = - 0 

o 1 0 

where 
TT,2 n,2 W 2 1 
ft1=vv2= 3= 

and 

~ ~), 
o 0 

(5.1) 

(5.2) 

(5.3) 

Thus the Weyl reflections and their distinct products 
form a discrete group of order 6, isomorphic to the 
symmetric group S 3 on three objects and called the 
Weyl group of SU(3). 

Having described the method of approach in detail in 
Secs. 3 and 4, it will suffice at this stage to state 
only the relevant results. 

Thus using (5. 1), we see that 

W1: (x, y, z, x, y, z) --7 (- j', - x, - z; - y, - :x, - z), 
W2: (x,)',Z,x,y,z) --7(-x,-z,-y;-x,-z,-y), 

W3: (x,)', z, x, y, z) --7 (- Z, -)" - x; - z, - y, - x). 
(5.4) 

and therefore the matrix elements of Wi' W2 ,and W3 
are easily obtained as 

(j'm '6'1 W2 Um5) 

and 

(j'm'6'1 W31 jmo) 

(5.6) 

(5.7) 

The three matrix elements clearly satisfy the opera­
tor equation (5.3). That Eq. (5. 5) is indeed correct 
follows since Wi is just a reflection in the isospin 
space and as such only introduces a phase. Notice 
also the similarity between Eq. (4. 2) and Eq. (5. 5), 
the former being just a reflection on the x - z space. 
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APPENDIX: THE RACAH COEFFICIENT AS A 4F 3(1) 
FUNCTION 

Since there are algebraic and numerical tables13 

available for the Racah coefficient, it may be useful 

to show directly a relationship between these coeffici­
ents and the 4F3(1) generalized hypergeometric func­
tions for which no such tables are readily available. 
The advantage in expressing the Racah coefficient as 
a 4F3(1) function is the ease with which one can prove 
the properties satisfied by the former. 

The Racah coefficient is defined as14 

W(abcd, ef) = A(obe)A(cde)A(acf)A(bdf) 
(_1)a+b+c+d+n(n + I)! 

x ~ (n _ 0 - b - e)! (n - c - d - e)! (n - 0 - c - j)! (n - b - d - f)! (0 + b + [ + d - n)! 

1 
x ~--~----~--~~--------~--~ 

(a + d + e + f - n) ! (b + c + e + f - n) ! (AI) 

h A( b )_(a+b-c)!(a-b+c)!(-a+b + c)!) 1/2 
were,-,o c - (a + b + c + I)! . (A2) 

Let v = 0 + b + c + d - n. Then we can write (AI) as 

W(abcd, ef) == A(obe)A(cde)A(ocf)A(bdf)~ 

u (-I)v(a+b+c+d+l-v)! 
Xli! (e + f - c - b + 1I)! (e + f - a - d + 1I)! (c + d - e - 1I)! (a + b - e - 1I)! (b + d - f - 1I)! (a + c - f - 1I)! • 

Using the formula 

r(z - v) _ ( l)v r(- z + 1) 
r(z) - - r(- z + v + 1) 

and introducing the notation 

( ) _ r(a + n) 
on - r(o) , 

Eq. (A3) becomes 

_ (0 + b + c + d + 1) ! A(abe)A(cde)A(acj) A (bdj) 
W(obcd, ef) - (0 + b - e)! (c + d - e)! (a + c - f)! (b + d - f)! (e + f - a - d)! (e + f - b - c)! 

(e - c - dVe - 0 - b)vif - b - d)uif - 0 - c)v 

x ~ v !(- 0 - b - c - d - l)v(e + f + 1 - b - cUe + f + 1 - 0 - d)v 

(0 + b + c + d + 1)! A(ab e)A(cde)A(acf)A(bdj) 
== (a + b - e)! (c + d - e)! (a + c - f)! (b + d - j)! (e + f - a - d)! (e + f - b - c)! 

x F ' , ,. , 
[
e - c - d e - a - b f - b - d f - a-c' 1 ] 

4 3-a-b-c-d-~e+f+l-b-Ge+f+l-0-d 

which is a terminating Saalschtitzian series.1 5 Properties of such series are well known. 

(A3) 

(A4) 

(A5) 

(A6) 

Note added in manuscript: After completion ofthis work, the authors came across a paper by Minton16 in 
which he also derives Eq. (A6) and then uses it to obtain a new (unphysical) symmetry of the Racah coefficients. 
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Two. problems in wave propagation governed by the reduced wave equation with a random refractive index are 
studIed. Prob.lem (a) is concerned with radiation from a source in an infinite medium, and problem (b) pertains 
to the sc~ttenng by a ra?do~ half-space at ~igh frequencies. By transforming the reduced wave equation into 
a generalIzed heat equahon, 1t becomes possIble to express the moments of solutions in terms of Wiener inte­
~rals. Concrete res~1ts are obtained for certain special cases. By systematically approximating the functional 
I~tegra.l repre~entahon f~r th~ moments, various perturbation equations corne forth. Among them is Kraichnan's 
dIrect l?teractlOn approxImation. By examining the errors involved, the accuracy in each approximation is 
ascertamed and the nature of the approximation becomes transparent. 

1. INTRODUCTION 

The problems of wave propagation in random media 
have been subject to intensive study in the past de~ 
cade. Mathematically, most works have been con­
fined to the problems of time-harmonic wave pro­
pagation governed by the wave equation with a random 
field of refractive index which is independent of time. 
Due to the well-known difficulty in obtaining exact 
solutions,nearly all problems have been analyzed 
under the assumption that the random fluctuation of 
the medium is small. Then the perturbation methods 
are applicable. For a comprehensive account of these 
methods and their applications, one is referred to two 
important papers by Keller 1,2 and a recent paper by 
Papanicolaou and Keller.3 Concerning other methods 
and various physical applications, they can be found 
in an up-to-date review article by Barabanekov, 
Rytov, and Tatarski. 4 

The present work was motivated by an interesting 
article by Frisch5 who showed that the radiation pro­
blem for the random reduced wave equation can be 
transformed into a complex heat equation with a 
random potential. The random solution can therefore 
be written in terms of a Wiener integral. However, 
no concrete results were obtained from that integral 
representation. On the other hand, the method of 
parabolic approximation has become prominent in 
random scattering problems due to Chernov6 and 
Tatar ski . 7 II} view of similarity in equations, these 
two problems are amenable to the same treatment. 
By means of the Feynman-Kac 8,9 formula, the exact 
random solution can be expressed in terms of a 
Wiener integral from which various moments of the 
solution can be derived. In the process,it is expedi­
ent to interchange the order of functional integration 
and mathematical expectation. However the Wiener 
integral involved is not an integral in the measure­
theoretic sense as pointed out by Cameron 10 who 
termed it a sequential Wiener integral. It is for this 
reason that Fubini's theorem for justifying the inter­
change of the order of integrations ceases to apply 
and the computation has to be carried out in a formal 
manner. Nevertheless,judged by the fact that our 
results agree with certain known results obtained 
previously by other procedures, this interchange 
does not seem to lead to any error. 

The principal aim of the present paper is to extract 
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some concrete results from the functional integral 
representation of the solutions related to the two 
physical problems indicated above. Concerning the 
problem of scattering by a half-space, one generali­
zes the results for the correlation functions on one 
plane to that on different planes. At high frequency 
the asymptotic results of the first two moments are 
obtained for this problem as well as for the radiation 
problem for the general correlation function of the 
random refractive index. The most interesting re­
sults in this paper are the revelation of the true 
nature of Kraichnan's direct interaction approxima­
tion and the clarification of interconnections between 
various known approximations as applied to a random 
parabolic equation. As it stands, Kraichran 's de ri va­
tion of his nonlinear moment equations based on physi­
cal argument is very difficult to justify mathemati­
cally. The present approach yields a convincing evi­
dence of the validity of Kraichnan's approximation. 
This may provide a firm basis for the rigorous proof 
of his method in the future. 

Formulation of the problems and transformation into 
a complex heat equation are given in Sec. 2. Then,in 
Sec. 3, the exact solution to this random heat equation 
is obtained by using the Feynman-Kac formula, and 
the statistical moments of the solution are expressed 
as Wiener integrals involving the characteristic func­
tional of the given random field as their integrands. 
For computational convenience, the results are speci­
alized to the case of a Gaussian random field in Sec. 
4. The results for the stationary,homogeneous Gaus­
sian field are also obtained there. When the Gaussian 
correlation function is assumed to be delta-correlat­
ed in time, the exact evaluation of certain functional 
integrals become possible. In particular the first two 
moments agree with those obtained by Chernov 6 and 
TatarskP by different methods. These results are 
contained in Sec. 5. In the following section the differ­
ential equations satisfied by the moments of the solu­
tion are derived. In the process, the relation of the 
two-time, two-pOint correlation function to the simul­
taneous two-point correlation function is found. The 
possibility of reducing the evaluation of multiple-time 
moments to that of simultaneous moments is pointed 
out. At high frequency, the asymptotic evaluation of 
the functional integrals for arbitrary correlation func­
tions is performed in Sec. 7. Results are obtained 
when the scale of random fluctuation and the wave-
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are applicable. For a comprehensive account of these 
methods and their applications, one is referred to two 
important papers by Keller 1,2 and a recent paper by 
Papanicolaou and Keller.3 Concerning other methods 
and various physical applications, they can be found 
in an up-to-date review article by Barabanekov, 
Rytov, and Tatarski. 4 

The present work was motivated by an interesting 
article by Frisch5 who showed that the radiation pro­
blem for the random reduced wave equation can be 
transformed into a complex heat equation with a 
random potential. The random solution can therefore 
be written in terms of a Wiener integral. However, 
no concrete results were obtained from that integral 
representation. On the other hand, the method of 
parabolic approximation has become prominent in 
random scattering problems due to Chernov6 and 
Tatar ski . 7 II} view of similarity in equations, these 
two problems are amenable to the same treatment. 
By means of the Feynman-Kac 8,9 formula, the exact 
random solution can be expressed in terms of a 
Wiener integral from which various moments of the 
solution can be derived. In the process,it is expedi­
ent to interchange the order of functional integration 
and mathematical expectation. However the Wiener 
integral involved is not an integral in the measure­
theoretic sense as pointed out by Cameron 10 who 
termed it a sequential Wiener integral. It is for this 
reason that Fubini's theorem for justifying the inter­
change of the order of integrations ceases to apply 
and the computation has to be carried out in a formal 
manner. Nevertheless,judged by the fact that our 
results agree with certain known results obtained 
previously by other procedures, this interchange 
does not seem to lead to any error. 

The principal aim of the present paper is to extract 
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some concrete results from the functional integral 
representation of the solutions related to the two 
physical problems indicated above. Concerning the 
problem of scattering by a half-space, one generali­
zes the results for the correlation functions on one 
plane to that on different planes. At high frequency 
the asymptotic results of the first two moments are 
obtained for this problem as well as for the radiation 
problem for the general correlation function of the 
random refractive index. The most interesting re­
sults in this paper are the revelation of the true 
nature of Kraichnan's direct interaction approxima­
tion and the clarification of interconnections between 
various known approximations as applied to a random 
parabolic equation. As it stands, Kraichran 's de ri va­
tion of his nonlinear moment equations based on physi­
cal argument is very difficult to justify mathemati­
cally. The present approach yields a convincing evi­
dence of the validity of Kraichnan's approximation. 
This may provide a firm basis for the rigorous proof 
of his method in the future. 

Formulation of the problems and transformation into 
a complex heat equation are given in Sec. 2. Then,in 
Sec. 3, the exact solution to this random heat equation 
is obtained by using the Feynman-Kac formula, and 
the statistical moments of the solution are expressed 
as Wiener integrals involving the characteristic func­
tional of the given random field as their integrands. 
For computational convenience, the results are speci­
alized to the case of a Gaussian random field in Sec. 
4. The results for the stationary,homogeneous Gaus­
sian field are also obtained there. When the Gaussian 
correlation function is assumed to be delta-correlat­
ed in time, the exact evaluation of certain functional 
integrals become possible. In particular the first two 
moments agree with those obtained by Chernov 6 and 
TatarskP by different methods. These results are 
contained in Sec. 5. In the following section the differ­
ential equations satisfied by the moments of the solu­
tion are derived. In the process, the relation of the 
two-time, two-pOint correlation function to the simul­
taneous two-point correlation function is found. The 
possibility of reducing the evaluation of multiple-time 
moments to that of simultaneous moments is pointed 
out. At high frequency, the asymptotic evaluation of 
the functional integrals for arbitrary correlation func­
tions is performed in Sec. 7. Results are obtained 
when the scale of random fluctuation and the wave-
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length are of the same order of magnitude. In other 
cases, one finds that the stationary path can be com­
plex. The asymptotic evaluation is not feasible. When 
the previous results are specialized to the radiation 
problem, the results for high frequency radiation fol­
low. This is shown in Sec. 8. An attempt is made in 
Sec. 9 to approximate the integrands of functional in­
tegrals in order to derive differential equations for 
moments. One of such approximations leads to Krai­
chnan's direct interaction equation for moments. In 
Sec. 10 it is shown that certain approximate integrands 
yield the results obtained by perturbation methods, 
such as the Born approximation, the method of smooth 
perturbationS and the two-time method. 3 The connec­
tion between various perturbation methods is thus 
established. Finally remarks are made concerning 
the use of the functional integral approach to stochas­
tic wave propagation problems in general. Possible 
extensions are also discussed. In the appendices, 
some details in the main body of the paper are illu­
strated. 

2. FORMULATION OF PROBLEMS 

Let us consider two problems in stochastic wave pro­
pagation mentioned in the introduction. These pro­
blems will be formulated briefly here. The original 
versions can be found in Refs 5, and 6 and 7, respec­
tively. 

Problem a: the radiation problem in a random 
medium: Let v be the solution of the radiation pro­
blem 

I::.v + k 2 n2(r)v = o(r), (2.1) 

lim I r I(~ - iknv) = O. (2.2) 
Irl->OO a Ir I 

This describes the radiation from a source of unit 
strength located at the origin r = O. The refractive 
index n(r) is a given random field. The wavenumber 
k is taken to be complex with Im{k} > O. At the same 
time, we introduce the following initial-value problem 

:~ = t [I::. + Jl(r)]u, t> 0, (2.3) 

u(O,r) = o(r), (2.4) 

where Jl is a random field to be specified. If one de­
notes the Laplace transform of u by it defined by 

u(s, r) = 100 

u(t, r)e- st dt, Re{s} > 0, (2.5) 
o 

a Laplace transform of Eq.(2.3),noting (2.4),yields 

I::.u + (iks + Il)U = o(r). (2.6) 

The above equation reduces to Eq. (2. 1) if one sets 

n2 (r) = 1 + k- 2 fJ.(r), (2.7) 

v(r) = (ik)-Iu(r, - ik) = (ik)-ljOO u(t,r)eiktdt, 
o 

1m {k} > O. (2.8) 

In this way the original radiation problem can be em­
bedded in the initial-value problem (2.3) and (2.4). 

Problem b: scattering by a random half-space: 
It is supposed that a time-harmonic wave propagates 

in a medium which is homogeneous for x < 0 and 
randomly inhomogeneous for x 2: O. The variable x 
denotes the first component of the space variable x 
so that x = (x, r), where r is the transverse variable. 
The wavefunction v(x) satisfies the reduced wave equa­
tion 

I::.v + k 2n 2(x)v = 0, x> 0, 

I::.v + k 2v = 0, X < 0 

(2.9) 

(2.10) 

in which v and v x are continuous at x = 0 and v is out­
going at infinity. In this case the random refractive 
index is assumed to be expressible as 

n2(x) = 1 + T/(x,r). (2.11) 

For a wave f(r)eikx incident from the left half-plane, 
one may seek a solution, for x> 0, in the form 

v(x) = u(x)eikx, x> O. (2.12) 

Upon substituting (2.12) into (2.9) and neglecting the 
term U xx in the resulting equation, one obtains 

au i - = - (I::. r + Il)U, x> 0, 
ax 2k 

(2.13) 

where I::. r stands for the transverse Laplacian and 

(2.14) 

The correct condition at x = 0 is the "initial" condi­
tion 

u(O,r) = f(r). (2.15) 

The reduction of the full problem to the initial-value 
problem (2.13) and (2.15) is known as the parabolic 
equation approximation, which is valid for large k. 6. 7 

It is worth noting that the apprOXimation is a Singular 
perturbation. A more systematic expansion in the in­
verse power of k, which takes into account back scat­
tering, was given by Keller, Papanicolaou and the 
author. I 1 

It is seen that the solutions to the above physical pro­
blems, to be abbreviated as problem (a) and problem 
(b) in the sequel, are derivable from the correspond­
ing solutions to an initial-value problem for a gener­
alized, random heat equation. In problem (b), x is the 
timelike variable and the random field Il is therefore 
"time" dependent, while Il in problem (a) is not. The 
other noticeable difference is in the spatial dimen­
sions of these two problems-three dimensions in pro­
blem (a) and two dimensions in problem (b). 

3. SOLUTIONS BY WIENER INTEGRALS 

To treat problem (a) and problem (b) concurrently, 
let us consider the fundamental solution u of the 
generalized heat equation in n dimensions: 

au QI - = -2 [I::. + Il(t,r, w)]u, t> 0, 
at 

u(O,r) = o(r - r') 

(3.1) 

(3.2) 

where QI is a complex number with Re{QI} > 0, rand 
r' are two points in Rn (n-dimensional Euclidean 
space) and I::. is the Laplacian in r. The random field 
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Il (t, r, w), for each fixed w, is an element of certain 
set of functions S defined over Rn x [0,00], and w de­
signates an elementary event in a sample space n. 
It is supposed that a probability measure P is de­
fined over the a-field of events in n. For any func­
tional <P[Il] which is defined in S and measurable with 
respect to P, the expected value of <P is denoted by 
(<P[Il]). By taking n = S, this is an integration of <P 
over S given by 

(3.3) 

Assuming that Jl is stochastically continuous, a con­
structive method of specifying the random process 
Il is to exhibit its characteristic functional F[A] de­
fined as 

(3.4) 

The integral in the above exponent is usually taken to 
be a StieUjes integral. Therefore, the parametric 
function A(t, r) is allowed to be a generalized function. 
From F[A], various moments of Il can be obtained by 
taking functional derivatives,12 

For 0:5 T:5 t,let Z(T) be elements in the space c(O,t) 
of continuous, n-vector-valued functions with z(O) = O. 
For a suitable functional G[z],e.g.,an analytic func­
tional, the sequential Wiener integral (or simply. the 
Wiener integral) of G generated by the heat equation 

01./1 a 
-=-A1./I, t>O, (3.5) 
at 2 

1./1(0, r) = 6(r) (3.6) 

is known to exist. 1 0 Let { T l' T 2' ... , Tn} be a partition 
of [0, t] so that 0 = TO < T 1 < T 2 < . .. < Tn = t, and 
let Z(Ti ) = ~i' To approximate z,one introduces a 
polygonal function Z T, t (t) such that 

(3.7) 

and ZT,t is linear on [Ti _1 ,Ti ]. Then the sequential 
Wiener integral is defined as the limit, if it exists: 

Ez{G[z]} = lim fR d~/!"~fR d~mG[zT t;] 
max!Tj-Tj_ll .... O n n ' 

l::£j:Sm 

(3.8) 

Let E z { G [ z] I Z E Co} denote the Wiener integral over 
a subset Co of c. For computational purposes,it is 
found convenient to write this integral symbolically as 

Ez{G[z] I Z E co} 

feu G[z] exp(- (1/20') fot [Z(T))2dT)dwZ 

f exp(- (1/20') jt[Z(T)]2dT)dwZ 
Co 0 

(3.9) 

According the Feynman-Kac formula, the solution of 
(3.1) and (3.2) for a rather general class of Il, can be 
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represented as a functional integral 

u(t,r,r',w) =Ez ~xP(~fotll(T'Z(T)'W)dT) Iz E c(O,t), 

exp[ - (r - r,)2/2O'(t - T)]] 
z(t) = , (3.10) 

[21rQl(t - T)]n/2 

which is an integration over all continuous paths 
starting from the origin at T = 0 and reaching r - r' 
at T = t. To remove the terminal condition on each 
path, Eq. (3.10) can be rewritten as 

u(t, r, r', w) = Ez [exp(~ fot 

x Jl(T,Z(T) + r', W)dT f[Z(t) - r + r']J. (3.11) 

where Ii is the Dirac delta function. 

If one sets Jl == 0, r' = 0 in (3. 11),it yields the solu­
tion of (3.5) and (3.6) in the form 

1./1 (t,r) = Ez{li[z(t) - r]} = (21rat)-nl2 exp(- r 2/2O't) 
(3.12) 

This simple formula will be found useful later . Next, 
the statistical moments of the solution will be deter­
mined. To this end,one defines the nth moment r n 

of the fundamental solution to be 

rn (t 1 , t 2' ... ,t n j r l' r 2' ... , r n) 

= (u1(t1,r1)u2(t2,r2)" .un(tn,rn). (3.13) 

Here the following convention has been adopted: 

u· == lu, 
} -

u, 

for odd j 
(3.14) 

for even j 

where it means the complex conjugate of u. 

In general the arguments in r n need not be distinct. 
For example, r 2(t, tjr1, r 2) == r 2(tjr1,r 2) will be 
called the simultaneous (or one-time), two-point sec­
ond moment of u and so on. Let us first compute the 
first moment (or the mean) of u: 

r1 (t,r) = (u(t,r,w) 

= <Ez [exp(~ f; Il(T,Z(T), W)dT)] Ii[z(t) - r]), (3.15) 

where, without loss of generality, r' in (3.11) has been 
set to zero and u(t,r,O,w) == u(t,r,w). To simplify 
(3.15),one formally interchanges the order of the 
<) and E z j for the reason given in Sec. 1, it is not 
easily justifiable. Nevertheless, it is assumed here 
and hereafter that this kind of interchange is always 
permissible. Then (3.15) can be rewritten as 

r 1(t,r) = Ez l(exp[~ f ~T'Z(T),W)d~)Ii[Z(t) - r]\. 
(3.16) 

If one lets 

A1 (t - T,r - z) = (O'/2i)li[r - z(T)]H(t - T), (3. 17) 

where H is the Heaviside function, then, in view of 
(3.4), the following relation holds: 

F[AI] = (exp (~ f; Jl(T,Z(T), W)dT). (3.18) 
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Upon using (3.18) in (3. 16),it becomes 

(3.19) 

Introducing A2' defined by 

A2[t1 - T,t2 - T;r - zl'r - z2] 

= (a/2i)o[r - Zl(T)]H(tl - T) 

+ (o./2i)o[r - z2(T)]H(f 2 - T), (3.20) 

the two-time, two-point second moment (or the corre­
lation function) of u can also be expressed in terms of 
the characteristic functional as follows: 

r 2(tl,t2;rVr 2) = ~Zl[ exp(¥ fotl J.L(TVZ1(Tl),W)dT l) 

x O[zl(tl) - r l ]] EZ2 [ex4 fot2 

x J.L(T2,Z2(T2),W)dT2)O[Z2(t2) - r 2]J) 
= E z z {F[A2]O[Zl(tl) - r l ]o[z2(t2) - r 2]}· (3.21) 

1 2 

Here E z z = Ez..· E means a double Wiener integra-
l 2 -1 z2 

tion, where E z is the Wiener integration defined in 
1 

(3.8), and Ez is the same integration with a parame­
ter a. In ge~eral the mth moment can be written 
down in a compact form 

r m (t1' t 2'··· ,tm;r l ,r2,···,r m) 

= E2122 ,···, Zm {F[A m ]Ol[Zl(T1 ) - r 1 ] 

x O[z2(T2) - r2]· ··O[Zm(Tm) - rm]}, (3.22) 

which is an m-fold Wiener integral. The parameter 
function Am in this case is defined to be 

Am(tl - T,t2 - T, ... ,tm - T; 

r - Z l' r - Z 2' ..• , r - Z m) 

1 m 
=-2i ~ ajo[r-zj(T)]H(tj-T). 

)=1 

To E z . and aj , the convention (3.14) applies. 
J 

4. GAUSSIAN RANDOM FIELD 

(3.23) 

Let J.L be a Gaussian random field with the mean func­
tion a(t, r) and the covariance function R (t l' t 2; r l' r 2)· 
Then the characteristic functional assumes the form 

F[A] = expii J'>O f A(T,r)a(T,r)dTdr 
'-: 0 Rn 

-~JOOjoOOJ f A(T1,rl)A(T2r2)R(Tl,T2; o Rn Rn 

rv r 2)dT 1dT 2dr 1 dr 2) • (4.1) 

In this case, the moments of the solution given by 
(3.19), (3. 21),and (3.22) yield 

r1(t,r) =Ez[exp(¥f~a(T'Z(T»dT 
0'2 ft ft +80 0 R(TV T2;Zl(T1), 

Z2(T2»dT1dT 2) o[z(l) - r]], (4.2) 

r2(tl,t2;rl,r2) = EZ1Z2 [ exp~ f~l a(T,zl(T»dT 

and 

+ j fot2 a(T,z2(T))dT 

+ 0'2 Jtlftl R(Tl,T2;Zl(Tl),zl(T2»dTldT2 
2 0 0 

o. 2 jtrt +2 02J0 2 R(Tl'T2;z2(T1),z2(T2»dT1dT2 

+ 0': f~lf~2R(T1'T2;Zl(T1)'Z2(T2)}dT1dT2) 

x O[zl(t 1)-r1]o[z2(t2) - r 21], (4.3) 

r m (t l' t 2' .•. , tm ; r l' r 2' .•• , rin) 

= EZ1Z2 •.• zm[exp4 ~ aj j' l a(T'Zj-(T»dT 
~ 1=1 0 

m 

+ ·f'Ea}Jtjpj R(T1,T2;Zj(T1), 
j=l 0 0 

Zj (T 2»dT 1 dT 2 t 6 aj a k j<k 

X fotj f~k R(T v T2;Zl(T 1),z2(T2)}dT 1dT2) 

XO[zl(T1) - r 1]o[z2(T2) - r21··· 

XO[Zm(Tm)-r m]]. (4.4) 

The symbol6j<k means summation over all possible 
pairs of distinct indices without repetition. For other 
random processes with known characteristic func­
tionals,one can, of course, write down the moments of 
u in terms of Wiener integrals in a similar manner. 
When the process J.L is homogeneous and stationary, 
the mean function a reduces to a constant. The covari­
ance function depends only on the difference in space 
and time variables, respectively, 

R(tv t 2;r 1 ,r2) =R(tl - t 2 ;r1 - r 2). (4.5) 

In this case, the results (4.2)-(4.4) simplify to 

r 1 (t, r) = e (al2)at E z [exp(~ fot fot R(T 1 - T 2' Z(T 1) 

- Z(T 2»dT 1dT2) O[Z(t) - r]], (4.6) 

r 2(tl,t2 ;r l ,r2) = e(a/2)(a+altE [exp(la2rtljt1 
z 1 z2 8:10 0 

and 

X R(Tl - T2,Zl(T1) - Zl(T 2»dT1dT 2 

+ i 0. 2 f~2 f~2 R(T 1 - T 2' Z2(T 1) - Z2(T 2))dT 1dT 2 

+ t 0' o.f~lf~2 R(T 1 - T 2' Zl (T 1) - Z2(T2»dT 1dT 2) 
x O[Zl(tl) - r 1 ]o[z2(t 2) - r 2 J] (4.7) 
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+ t~ G'jG'kf~ftk R(TI - Ta,Zj(T I) 
j<k 0 0 

- Z!«Ta)}dT1dTa)c5LZI(T1) - rd 

x c5[Za(Ta) - ra]" ·c5[Zm(Tm)- rm]]. (4.8) 

It is seen that the mean value of J.l only introduces an 
exponential factor in each moment of u. The remain­
ing part of the paper is devoted exclusively to the 
case where J.l is a stationary, homogeneous, centered 
Gaussian process, although some results may be ex­
tended to other Gaussian processes. 

5. THE CASE OF DELTA CORRELATION IN TIME 

It is supposed that the mean value a = 0 and the cor­
relation function R is delta correlated in t so that 

In the context of problem (b), this means that, with 
t = x, the fJ process has the characteristics of a white 
noise in the x direction. Using (5.1) in (4.6) with 
a = 0 and noting (3.12), there results 

r 1(t,r) = E z{exp[iG'ag(O)t]c5[z(t) - r]} 
= 1f;(t,r)e(cx2/S)g(0)t, (5.2) 

where If; is defined by (3.12). 

For an arbitrary initial condition u(O, r} = f(r) , the 
mean solution, denoted by r J.1' can be constructed 
from (5.2) as follows: 

r J.1 (t, r) = e(a2/a)g(O)tJ
R 

If;(t, r - r')f(r')dr'. 
n (5.3) 

Similarly, the second moment (4.7) becomes 

rz(tl'tz;rl'r z) = e 
(lis )g(0)(cx2 tl+d!t~ 

x E
Z1Z2 

[exp(t G'a Jo
t

12 g(Zl(T) 

- Za( T)}dT) c5[ Zl (t 1) - r d c5[ za(t a) - r a]J ' (5.4) 

where t12 = min {t1,ta}. 

For arbitrary initial data f, it is found that 

r (t ) 
(1 Is) g(0)(cx2 tl+d! t2 ) 

J.a 1,tz;r1r a = e 

x EZI z2 [exp ( t G' a Jo
t

12 g(Zl (T) - Zl (t1) 

- Za(T) + Za(ta) + r 1 - ra}dT) 

x f[r1 - Zl(tl)]i[ra - Za(ta)]] . (5.5) 

In general it is difficult to evaluate the above double 
integral in a closed form. This is, however possible 
if t 1 = t Z = t and f has the property of a plane wave in 
Rn so that 

(5.6) 

To see this, one has to effect a change of the variables 
of integration in (5. 5). Let two new variables PI and 
Pa be defined so that, for T ~ t, 

(5.7) 
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(5.8) 

Then it is a simple matter to check that PI and Pz 
are real, dependent Wiener processes with a common 
varianc e parameter 2Re{ G'}. In what follows, the 
terms, such as mathematical expectation and condi­
tional expectation in probability theory will be used 
analogously to their counterparts for a real Wiener 
process. Let II denote the integral appearing in the 
right-hand side of (5.5) for tlZ = t. That is 

II =Ez z [exp(tG'aftg(Zl(T)-Zl(t) 
1 2 0 

- Za(T) + Za (t) + r 1 - ra}dT) f[r 1 

- Zl(t)]1[ra -Za{t)]] (5.9) 

which becomes, after a change of variables according 
to (5. 7), (5. 8) and invoking (5. 6) 

II = Ep1P2 [ exp ( t G'aJo
t 

g(Pl(T) - PI (t) 

+ r 1 - r a)dT)h[rl - ra - Pl{t)]] (5.10) 

= Epl [exp( tG'aIa
t
g(p1(T) - P1(t) 

+ r 1 - ra}dT) h[r1 - r z - P1(t)] E11. P2 IP] (1) J. 
In obtaining the last expression, one made use of an 
identity in mathematical expectation E11. P2 = EPr ' 

Ep pip where E. lp means the conditional expecta-
1 2 P 1 

tion with respect to Pl' Since E .lp (1) = 1, Eq. (5.10) 
reduces to 1 

II = Epl [exp( tG'a J; g(P1(T) - PI (t) + r z - r 1)dT) 

Xh[r1 -rZ - P1(t)]]. (5.11) 

In terms of the symbolic integral as shown in (3.9), 
II takes the form 

I 1(t,r1 ,ra;G'} = J( ) exp(t aa r g[Pl(T} - Pl{t} 
c O,t 0 

+ rl - rz]dT-l.. ft [P1(T)]2dT) 
a1 0 

(5.12) 

where a1 = Re{a}. 

For problem (b},one has a = l/ik. When k approa­
ches real axis from above, a tends to the imaginary 
axis from the right, i.e., a 1 -7 0+. The limit of II as 
G'I -7 0+ or l/a 1 -7 00 can be computed as follows 

x h[rl - ra - Pl(t)]dwPl 

_ h(r _ ) (~/4)g(rl-r2)t 
- 1 ra e , (5.13) 
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where a 2 == 1m {a}. The justification of the above re- - z2(0')] exp (at f
o

o g(Zl(T) 
sult is shown in Appendix A. Formally this result 
can be easily obtained by using the method of station- - Z2(T»dT) B[Zl(t1) - r

1
]B[z2(t2) - r

2
]] dO'. 

ary phase to be discussed in Sec. 7. Inserting (5.13) 
in (5.5) and setting a 2 == ik-1,one obtains 

r (t r r) - h(r - r )e-(1/4k2)[g(O)-g(rCr 2)]t 
h,2 , l' 2 - 1 2 • 

(5.14) 

For f=- 1,hence h =- 1,the results (5.3) and (5.14) re­
duce to that obtained' by Chernov6 and Tatarski. 7 

The exact evaluation of the higher moments is more 
difficult. The corresponding expression for the mth 
moment is given by 

r m(t 1 ,t2, ••• ,tm jr1,r2,···,r m) 

== E ZlZ2 .• 'Zm fexp(i ~ aJg(O)tj L F1 

+i'B ajakftjg(ZJ.(T) - Zk(T»dT)B[Zl(t1) 
j<k 0 

- r 1]B[z2(f2) - r 2]" 'o[zm(tm) - rm]]. 

(5. 15) 

Here,for convenience, the sequence t j , j == 1,2, ... , 
m , has been taken to be nondecreasing so that t 1 ~ t 2 
~ ..• ~ tm. In particular, when t1 == t2 == .,. == t m, 
(5.15) becomes 

r m(t,rl'r 2,···,rm) ==EZlZ2···Zm 

x~xp(r~ a;g(O)t+ i'B ajakjtg(Z.(T) 
[j=l j<k 0 J 

- Zk(T»dT) B[zl(t) - r 1]B[z2(t) 

- r 2]" 'B[zm(t) - rm]] . (5.16) 

To evaluate the above integral, one borrows an idea of 
Kac 's13 which suggests the use ofthe method of differ­
ential equations. 

6. EVALUATION OF r m AND DIFFERENTIAL 
EQUATIONS 

To derive a differential equation for r m' one will use 
an operational method which seems to yield the desir­
ed results more readily. This approach was first 
used by Donsker14 to verify the Feynman-Kac formula 
for the nonrandom heat equation. For the purpose of 
illustration, the equation for r 2 will be derived in de­
tail. The equation for higher moments can be obtain­
ed in a similar fashion. One starts with the following 
identity 

exp (f3 f~ g[ z( T) ]dT) == 1 

+ f3 f; g[z(O')] exp(f3foo g[Z(T)]dT) dO'. (6.1) 

Multiplying Eq.(5.4) by e-(lIS)g(O)(chl+a
2
t2) with t1 

~ t2 and invoking (6.1),it yields 

e - (1 Is) g(O)(c:x2 t l +(i2 t2 ) r (t t· r r) 
2 l' 2' l' 2 

= Ez z {B[Zl(t1) - r 1]B[z2(t2) - r 2]} (6.2) 
1 2 

+E'Z2[~ fo
tl

g[Zl(a) 

In view of (3.12),it is found that 

'== ~e(1/S)g(O)(a2tl+c:x2t2) jtl f 1 
4(21T)n 0 'Rn 

X -i(jll'r l +jl2' r2 )d d j'I. ( 
e , ILl IL2 Rn g P1 

-p2)ei(jll'Pl+jl2'~)EzlZ2 [exp( a
4

Cl foOg(Zl(T) 

- Z2(T))dT) B[zl(a) - pdB[z2(a) 

- P2] exp[iIL1" (Zl(t 1) - zl(a)) 

+ iIL2"(Z2(t2) - Z2(a))]]dP1dP2da. (6.3) 

In obtaining the above expression, use has been made 
of the formal representation of the delta function 

B(r) == _1_ I. eijl •r d . 
(21T)n Rn 11 

(6.4) 

By the property of independent increments for a 
Wiener process and the definition of r 2 given by(5.4), 
(6.3) can be simplified to give 

-
T(t1,t 2 jr1,r2) = a4a jtl f I. 1/I(t2 - a,p1 - r 1)li/(t2 

o Rn 

) 
(1/s)g(0}[c:x2(tco)+(i2(t2-o)] ( 

- a, P2 - r 2 e g P1 

- P2)r 2(a, P2,P2)dP1dP2da• 

In view of (5.2) and (6.3), one has 

r2(t1,t2jr1,r2) == r 1 (t 1,r1)1\(t2,r2) 

(6.5) 

(6.6) 

This relates the two-time correlation function to the 
simultaneous correlation function through the mean 
solution r 1,15 To obtain an equation for r 2(t,r1,r2), 
let t1 == t2 = t in (6.6). In this way, it yields an in­
tegral equation for r 2(t,r1,r2): 

-
r 2(t,rl'r2) == r 1(tl'r1)1\(t2,r2) + a4a P f f r 1 (t 

o Rn 

- a,p1 - r 1)r1(t - a,P2 - r 2)g(P1 

- P2)r 2(a,P1,P2)dP1dP2 da • (6.7) 

From (3.13) and (5. 2),one observes that the product 
(r;r 1)' as the kernel in the above integral equation, 
is the fundamental solution of the diffusion equation 
in 2-n dimensions: 

J. Math. Phys., Vol. 13, No. a,August 1972 
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(:1 - %(aa 1 + aa2) - i(a 2 + ( 2)g(O») [r1(t,r1) 

x I\(t,r2 )] = 0, t> 0, (6.S) 

where AI' A2 are the Laplacians in r 1 and r 2' respec­
tively. Consequently, the integral equation (6.7) is 
equivalent to the initial-value problem 

.l.- r 2(t,rl'r2) = %(aA l + aa2)r2(t,r 1 ,r2) 
at 

+ [i(a 2 + ( 2 )g(0) + iaag(r 1 - r 2)]r2(t,r 1,r2), 

t>O, (6.9) 

(6.10) 

When a = ik-1 the result (6.9) and (6.10) agrees with 
that of Chernov6 and Tatarski 7 obtained by entirely 
different methods. Furthermore, with t = x, (6.6) 
generalizes their results for the correlation function 
to two different planes. As an example, let the initial 
condition be r f 2(0,r1 ,r2) = h(r1 - r 2}. Then,after 
simplification, (6.6) yields 

r h,2(t 1 , t 2;r1 , r 2) 

= e(1/S)g(0)«h1+a2 tz) f h(p)e(1/4)a(ig(p}tl 
R" 

x r 1(t 2 - t1 ,p + r 1 - r 2)dp, t 1 ::s t 2• (6,11) 

Since r 2(t l' t 2; r 1, r2) = r 2(12, t 1; r 2, r 1), it follows 
that 

r h,2(t l' t 2 ; r l' r 2 ) 

_ (lIS)g(O)(a2tl+a2t2) f h(} (1/4)aCig(p)t2 - e Rn p e 

x r 1 (t 1 - t 2 ,p + r 2 - r 1)dp, t1 ~ t2 (6.12) 

The results (6.11) and (6.12) are new. For t1 = t2 = t, 
either one of them reduces to (5.14) as to be expected. 

For higher moments, the multitime correlation func­
tion can be related to the corresponding lower-order 
time correlations, and eventually the simultaneous 
correlation function. This reduction is achieved by 
a repeated use of formula (6.1) and by breaking up 
the range of integration into nonoverlapping time in­
tervals so that the property of independent increments 
is applicable. This observation is important in the 
context of the paraboliC equation approximation be­
cause, in general, one has to deal with one-plane cor­
relation only. Hence the problem is greatly simpli­
fied. The details will not be shown here. Instead the 
equation for r m(t, r l' r 2' ... r m) will be derived. By 
almost the same steps that lead one from (6.2) to 
(6.7), the following integral equation results: 

m 
r m(t,r 1 ,r2, .. ·,r m ) =}}l r1,j(t,rj} 

+ i fot J .(~ J ~ C1j C1 kg(Pj - Pk) 
m Rn Rn j<k 

x(n1 r 1.Z (t - a,PI - rl~rm(a,rl>r2'" .rm ) 

x dPI" 'dPmda, (6.13) 

where the following convention is in effect: 

l_r I' for odd j 
rl,j = 

r l' for even j 
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(6.14) 

It is not difficult to see that the integral equation 
(6.13) is equivalent to the initial-value problem 

m 
r m(0,r1'r2 ,.·.,rm)=IT o(rj ). 

j=1 

This equation has not been solved for n > 2. 

(6.16) 

7. ASYMPI'OTIC EVALUATION OF FUNCTIONAL 
INTEGRALS 

The method of stationary phase (or the Laplace 
method, in general) has been applied to many pro­
blems in quantum physics (see, e.g., Ref. 16). It is of 
interest to carry out certain computations of this kind 
here. Let c(t,r) be the set of all functions Z(T) in 
c(O,t) withz(t) =r. Suppose that G[z] and f ¢[Z(T) ]dT 

o 
are two smooth functionals on c(t,r) so that the follow-
ing integral exists: 

I(t,r,{3) = fc(t,?,) G[Z] exp(f3fo
t
[¢(Z(T)) 

- ~(i(T»2]dT)dwZ, (7.1) 

where f3 is a complex parameter and I f31 » 1. 

The method consists of finding the extremal paths 
Z *( T) which render the exponent stationary. One then 
evaluates I by approximating ¢[z] by a quadratic 
functional about Z *. The variational problem for de­
termining z* gives rise to the Euler equation 

d
2
z + v¢(z) = 0 (7.2) 

dT2 ' 

z(O) = 0, z(t) = r. (7.3) 

If the above boundary-value problem has a unique 
solution z* (multiple solutions are admitted}, one has, 
for large I f31 

I(t, r, (3) ~ exp ~ fat [¢(Z*(T)) - %(t *(T» 2]dT ) 

xJ( ) G[z* + y] exp [%f3ftfT fTY(T1) 
c t.O a 0 0 

( 02p I ) . z=z* 'y(T2)dT1dT2dT 
oz( T l)OZ( T 2) 

- f3fot Z*(T)OdY(TJ dwY' (7.4) 

where y = Z - z*,and ()2¢/OZ(T 1)oz(T2),a second 
order tensor, denotes the second variational deriva­
tive of ¢[ z]. Thereby one reduces the integral (7.1) 
to a Wiener integral involving a quadratic functional. 
The asymptotic expansion for a double Wiener inte­
gral can be carried out in a similar fashion. 

To apply formula (7.4) to r 1 given by (4.6) with a = 0, 
one rewrites it as follows: 

1 ( k2€2 ftft r l(t,r) = ( ) exp - -S- SfT1 - T2,zl(T1) 
c t.r 0 0 

-z2(T2)]dT1dT2 + i~ f: [Z(T»)2dT)dwZ. (7.5) 

Here the result is specialized to problem (b), where 
C1 = ik-1,and S is related to R by the assumption 

R{t 1 - t 2 ,r1 - r 2 ) = k 4€2S(t l - t 2 ,r1 - r 2 ), (7.6) 
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in which E is a small parameter measuring the scale 
of random fluctuation of 1/. Two limiting cases will be 
considered in the following. 

Case (a): Ik I» 1 and kE = 0(1): Physically this 
means that the wavelength is short and is of the same 
order of magnitude as that of the scale of random 
fluctuations in the medium. By comparing (7.5) with 
(7.4),oneseesthat(3=-ik, cp=O,and 

( 
k'l.E2 ft ft 

G[ z] = exp - -2- 0 0 S [T 1 

- T2,Zl(T1),Z2(T2)]dT1dT2)' (7.7) 

The stationary path in this case is given by the free 
particle trajectory 

Z*(T) = (T/t)r (7.8) 

using a three-term functional Taylor series expansion 
of G [y + Z *] in y about Z * given by (7. 7), and noting 
(7.8) and (7.4), the asymptotic result for r 1 is found 

after evaluating the resulting integrals in (7.5) 

[ 
k2E2ftf'o r 1 (t,r) ~l/J(t,r) exp --4- 0 0 S(a 

- T, -f (a - T)r] dadT) 11 

+ i k~f f~'" fot '1S[T1 - T2 ,i-(T1 - T2)r] 
''1S [T3 - T4,f-(T3 - T4)r] [D(T 1,T3) 

-D(T1,T4)-D(T2,T3) +D(T2,T4)]dT1···dT4 

- ik~2 f- lot T(t 2 - T2)'1''1S (T,fr)dTf ' 

where the function D has the following definition: 

(7.9) 

i
(T 1/t)(t - T2), if T1 ~ T2 

D(Tl'T2) = (7.10) 
(T2/t)(t - T1), if T1 > T2 

Similar ly the second moment r 2' referring to (4. 7), 
can be expanded and the result is 

r 2(tl't 2;rl'r2) ~ l/J(tl'r1);J;(t2,r2) exp~ k~E2) ~otl l~o S [a - T, h(a- T)r1] dadT + f~2 1; S [a- T1' 

f- (a - T)r2] dadT- PI f2 S [a - T1 -ta r 1 - t
T 

r2] dadT) j1- i k4E2 f; -t
1 fi T(t~ - T2)'1· '1S (T1 - T 

2 0 0 1 2 I i=l j 0 J 2' 

T1 T2) )] k
3

E
4 

2 ft It [ 1 ] [ -t r 1 -T r 2 [D(Tl'T 1)+D(T2,T2 dT1dT2+i---rs-~ j ... i'1S T1- T2,r.-(T1 -T2)rj ''1S T3 -T4, 
1 2 ]=1 0 0 J 

+(T3 - T 4)r j
1 [D(Tl' T3) - D(T1, T4) - D(T2,T3) + D(T2 , T4)]dT1" 'dT4 / - i k8

3E4 t J~ 1~ 1~ fk '1S [T _ 
7 ~ \ j, k=l 0 0 0 0 1 T2, 

j'" k 

~(T1 - T2)r j ] ''1S(Tj - T k ,;; rj - ;:rk) [D(Tl'T3) -D(T2 ,T3)]dT1" 'dT4 ''1S[T3 - T4,t(T3 - T4)rj] [D(Tl'T3) 

- D(T 1, T 4)- D(T2, T3) + D(T2 , T4)]dT l' "dT 4 / - i k~E4 t f~ f! pj jlk '1S[T1 - T2'-t1 (T 1 - T2)r.] ''1S(T. - Tk 
\ j, k = 1 0 0 0 0 j J J ' 

The asymptotic expressions for higher moments be­
come too lengthy to be given here. 

Case (b): Ik I» 1 and kE2 = 0(1): This is the case 
where the scale of random fluctuations is comparable 
to the square root of the wavelength. Setting b = ikE2, 
the Euler equation (7.2) corresponding to the mean 
solution (7.5) is found to be 

i
d2Z 

-bf'1S[T-a,z(T)-z(a)]da=O. (7.12) 
dT2 0 

It is easy to show that, for real k, there exists no real 
solution which satisfies the boundary condition (7.3). 
This means that there is no stationary path in the 
class c(t, r). Hence the asymptotic expansion cannot 
be obtained this way. However it is worth mentioning 
a recent paper by McLaughlin17 in which the asymp­
totic evaluation of Feynman integrals for yarious 
limiting values of parameters is studied and slightly 
complex path is admitted. The results obtained in 

j"'k 

this section, with t replaced by x, pertains to the pro­
blem (b), the random scattering by a half-space. 

8. HIGH FREQUENCY RADIATION 

Let us keep only one term in the asymptotic results 
for r 1 and r 2 obtained in the previous section and 
specialize them to problem (a) with n = 3. In this 
case S is time independent and k must be replaced by 
tk in (7.9) and (7.11). Then these equations yield, 
withr = I rl, 

r 1(t, r} ~ (~)~ exp(ik r
2 

41Ttt 2 t 

- k2E2 fat f; s[i- (a - T}rJ dadT) (8.1) 

and 
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- k 2€.2 (fOll fOoS[/1 (0 - T)r 1] dOdT) 

+ j l2j
o
S[_t

1 
(0- T)r 2

1dodT- t1 t 2
s(tTlrl 

002 :J 00 1 

- ;:r2) dT IdT2~ • (8.2) 

To obtain the mean solution (v) and the second mo­
ment (v(r)v(r» of the radiation field governed by (2.1) 
and (2.2), one has to transform the above result ac­
cording to (2.8). In this way,it is found that 

(v(r» ~ (ik)-1 joo(~)3/2 exp~ik(t + r2)_ k2€.2 
o 41fl tit 

x f; faDs [f(O - T)r] dOdT~ dT (8.3) 

Since I k I is large, the conventional method of station­
ary pha(>e is again applicable here. In the integral 
(8.3), the stationary point is T = r. The leading term 
in this evaluation yields 

(v(r» ~ C(r) exp(- k 2€.2 for foo S[(o - T)r]dadT), (8.5) 

where r is the unit vector along r direction and C is 
the free space Green's function 

C(r) :::: eikr/41FY. (8.6) 

Similarly, the correlation field takes the form 

(v(r 1)v(r2» ~ C(r I)G(r 2) exp [ - k 2€.2 (1;1 foO S«(o - T) 

x; )dadT+ r 2j OS«(0-T)r2)dadT 
1 0 o. ] 

- f;lfor2 S(T1r1 - Ti2)dT 1dT2) . (8.7) 

In particular, the auto correlation is seen to be 

(v(r)v(r» ~ C(r)G(r). (8.8) 

As far as one can tell, the results (8.6)-(8.8) have 
not been obtained before. They show clearly how a 
centered-Gaussian field of refractive indices affect 
the mean and correlation fields at high frequency. 

First one observes that the mean-square intensity 
(8.8) remains unchanged by the random fluctuation 
about the zero mean. This is a form of energy conser­
vation at high frequency which is shared by the pre­
vious results (5.14) and (7.11) for problem (b). If S 
is isotropic and monotonically descreasing, the mean 
field (8.5) attenuates and the correlation field (8.7) 
falls off to zero as the separation I r 1 - r 2 I tends to 
infinity. The higher moments can also be evaluated if 
it is so desired. 
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9. NONLINEAR MOMENT EQUATIONS 

It is well known that, for stochastic equations like 
(3.1), the derivation of moment equations leads to an 
hierarchy of coupled moment equations. This fact is 
reflected in the difficulty of evaluating the functional 
integrals in general. To get a set of closed equations 
for moments, known as the closure problem in turbu­
lence,IS one must make certain statistical hypothesis 
about the solution. In view of the integral representa­
tion of solution, it is natural to replace the statistical 
hypothesiS by an approximation of the integrand in­
volved. One of such approximations to be presented 
here leads to Kraichnan 's 19 direct interaction equa­
tion which was derived by quite involved physical 
arguments. 

To fix the idea, one considers the mean solution 
r 1(t,r) given by (4.6) with a:::: O. By virtue of (6.1), 
it can be rewritten as 

r 1(t,r) = l/I(t,r) + a; f:Ez[J08 R[T- S,Z(T) - Z(S)]dT 

x exp(a; f08foSR(T1 - T2,Z(T1) 

- Z(T2))dT1dT2) 6[z(t) - r]] ds. (9.1) 

For convenience, one introduces a function Q(t,r) de­
fined by 

Q(t,r):::: a; f~Ez [J08 R [T- S,Z(T) - Z(S)]dT 

xexp(a
8

2 
f
0
8f

0
8 R(T1 - T 2 ,Z(T1) 

- Z(T2»dT1dT2) 6[z(t) - r]}s, (9.2) 

which is, so to speak, the first order remainder. In 
terms of Q, Eq. (9.1) becomes 

r 1(t,r):::: l/I(t,r) + Q(t,r). (9.3) 

By manipulating the integrand of Q similar to steps 
taken in Sec. 6, there results 

Q(t,r) = a
4
2 t jS J l

R
· l/I(t - s,r - PI - P2) 

o 0 Rn n 

X E z [exp(a; loS f
0

8 R(T 1 - T 2' Z(T 1) 

- Z(T2))dT IdT2) 6[z(s) - Pl]6[z(T) - P2lJ 
x dsdTdPldP2. (9.4) 

Now let the following closure hypothesis be proposed: 
Approximate the exponent in the right-hand side of 
(9.4) according to 

fos fos R(T 1 -T 2,Z(T 1) - Z(T 2»dT IdT 2 ""( faT faT + f;JTs) 

R(T 1 - T2,Z(T 1) - Z(T2»dT 1dT2· (9.5) 

This approximation will be called the direct integral 
decomposition. Using (9.5) in (9.4),one obtains an 
approximation Q1 to Q which can be simplified to give 

Ql(t,r)::::a4
2 
jtrJ J l/I(l-s,r-P1) 
o 0 Rn Rn 

X R(s - T,P1 - P2)r1(s - T,P1 - P2) 

x r1(T,P2)dsdTdP1dP2. (9.6) 
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In obtaining the above expression, one used the Mar­
kovian property of the Wiener path in simplifying the 
expectation of the product of two functionals defined 
over two nonoverlapping time intervals and Eq.(4.6). 
When Q1 given by (9.6) is used in place of Q in (9.3), 
it yields an integral equation for r 1. The integral 
equation thus obtained is equivalent to the nonlinear 
integro-differential equation 

ar1(t,r) ()I ()I21t]' 
-----2 ~r1(t,r)=-4 R(t-s,r-p) 

at 0 Rn 

X r 1(t- s,r-p)r1(s,p)dsdp, (9.7) 

(9.8) 

For ()I = t in (9.7) and R being independent of t, it be­
comes identical with Kraichnan's19 equation derived 
by stochastic model equations and using the diagram 
method. In this derivation, the assumptions on homo­
geneity and stationarity can be removed. Let the 
error involved in this approximation be denoted by 
~Q1. That is 

(9.8') 

Let ~ Qd be the error involved when the initial func­
tion f is smooth. Then one can show, by the definition 
of a fundamental solution, that 

~Q1f = ()I4
2 f IS E z j j l/![t - s,r - z(s)] 

o 0 I Rn 

x R[s - T,Z(S) - Z(T) - p]f(p)dp 

x exp [()I; (JOT fOT + fTSfT
S
) R(T1 - T2,Z(T1) 

- Z(T2»dT1dT2J [exp ( ()I4
2 

fOT fTS R(T1 -T2,Z(T1) 

- Z(T2»dT1dT 2) - 1J f dsdT, (9.9) 

when ()I is complex, a bound on the error would be diffi­
cult. This is so because the integral Ez with the par­
ameter ()I is not of bounded variation. For real ()I, this 
is, however, possible. Since this case has no direct 
physical interest, the result will not be given. For 
complex ()I, one will proceed heuristically. It is obser­
ved that when R(t,r) is delta-correlated in t, the error 
(9.9) is zero. Therefore Eq.(9.6) should provide a 
good approximation when the correlation function R is 
peaked at t = 0 (or the correlation time is small) even 
if I ()I I is moderate. For small I ()I I , one can expand the 
exponential function, contained in the last factor in the 
right-hand side of (9.9), into a power series in ()I 2 . 
Thus one finds the error ~Q1f = 0(()I4) for fixed t. 
This can be made more precise by using a mean­
value theorem on this last factor as a function of s 
and T over [O,t]. From these considerations,one con­
cludes that Eq. (9. 6) is valid either when the correla­
tion time is short or when the scale of random fluctu­
ation is small. In the latter case Eq. (9. 6) is correct 
up to O(()I2) inclusive. The corresponding equation 
for the second moment r 2(t,r l ,r2) can be derived by 
making the same closure hypothesis. Without going 
through the derivation, this equation is found to be 

~r2(t,rl,r2)- (()I~1+ &~2)r2(t,rl,r2) 
at 

=iltj j [()I2R(t-s,r l - PI) 
o Rn Rn 

+ a 2R(t - s,r 1 - P2) + ()IaR(t- s,r2 - PI) 

+ ()IaR(t - s,r1 - P2)]r 2(t - s,r1 - P2) 

x r 2(t- s,r2-PI)dsdP1dP2' (9.10) 

r 2(0,r l ,r2) = c5(r l )c5(r2). (9.11) 

Equation (9.10) was not given in Ref. 19. These non­
linear equations should be useful when the random 
fluctuations are not small or when the correlation 
time is long. In these cases, the perturbation methods, 
to be discussed in the next section, break down. It is 
worth noting that, for the first time the derivation of 
the nonlinear moment equations has been made pre­
cise and the error involved in this apprOXimation is 
displayed explicitly. 

10. CONNECTION WITH SOME PERTURBATION 
METHODS 

In this section, one will systematically review and 
compare various perturbation methods applicable to 
Eq. (3.1) with !J. = £1); 

au ()I )] - = 2[~ + £1)(t,r,w U, t> 0, (10.1) 
at 

u(O,r) = c5(r). (10.2) 

The small parameter in the perturbation expansion is 
Eo As before (1) is taken to be zero. The perturbation 
and other methods to be considered here are the meth­
od of Born expansion (MBE), the method of smooth 
perturbation (MSP), the two-time method (MTT), the 
method of Markov approximation4 (MMA) given in 
Sec. 5, and the method of direct integral decomposition 
(MDID) proposed in the previous section. This pro­
gram will be carried out from the view point of ap­
proximating the functional integral representation of 
the solution u. The scope is limited to the mean so­
lution rl(t,r) up to 0(£2) inclusive. 

As was shown in Sec. 9, the closure hypothesis based 
on the MDID lead to a nonlinear equation (9.7). In this 
closure hypothesis, if one further discards the integ­
ral from T to s, i.e., setting in (9.2), 

ISIS R[TI - T2 ,Z(T I ) - Z(T2)]dTIdT2 o 0 

~ jTITR[TI-T2,Z(TI)-Z(T2)]dT1dT2' (10.3) o 0 

a second approximation Q2 to Q is obtained: 

()I2 It j'T]' j Q2(t,r)=£2To 0 R R l/!(t-T,r-P1) 
n n 

X S(t - T, PI - P2)Ez [exp (£2 ~2 fOT'foT' 

S(T1 - T2,Z(T1)- Z(T2»dT 1dT 2) 

x O[Z(T) - Z(T') - P1 + P2]O[Z(T') - P2J] 

X dTdT'dP IdP2 = £2 ()I4
2 P I T1J J 

o 0 Rn Rn 

l/!(t- T1,r-P1)S(TI-T2,P1-P2) 

x l/!(T 1 - T 2' PI - P2)r1 (T 2' P2) dT IdT 2 dp1dP2 , 
(10.4) 
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where S is defined to be 

s(t - t',r - r') = (11(t,r)T/(t',r'), (10.5) 

when Q2,given by (10.4),is used in (9.3),an integral 
equation for r 1 is obtained 

or
2
JtJT J' J r 1(t,r) = I/I(t,r) + e: 2 -4 1 
o 0 Rn Rn 

I/I(t- T1,r-Pl)S(T1 - T2,PI-P2) 

x I/I(T 1 - T 2,Pl - P2)r 1 (T 2,P2) dT IdT 2dPldP2. 

(10.6) 

This integral equation is obviously equivalent to the 
problem 

ar1 (t,r) or or 2 jtj 
-~-- -~r (t r) = e: 2 - ,/,(t- T r-p) 

at 2 l' 4 0 Rn 'I' , 

X S(t- T,r-p)r1(T,p)dTdp, (10.7) 

(10.8) 

The integro-differential equation (10.7) can be derived 
by applying the method of smooth perturbation due to 
Keller 1 and others. In view of closure hypothesis 
(10.3), this approximation is less accurate than that 
of MDID. In fact,a comparison of (10.7) and (9.6) re­
veals that the former is a linearized version of the 
latter. The expression for the error involved, similar 
to (9.9) can be written down. It is found that the error 
is again zero with S is delta-correlated in time. Al­
though Eq. (10. 7) is derivable from (10.1) by MSP 
based on weak fluctuations, it is valid for strong fluc­
tuation when the correlation time is small. For large 
correlation time and fixed t, the error is of O(or 4 e: 4). 

Let us consider the next level of approximation. In 
(10.4), it is assumed that r 1 is representable in terms 
of slowly varying function W (e: 2t, r) so that 

(10.9) 

The above representation is merely a formal approxi­
mation based on the intuitive idea that a small pertur­
bation introduces a slow modulation of the solution. 
On using (10.9) in (10.7) and integrating the resulting 
equation from 0 to t,one finds,after simplification, 
that 

Ow(T,r)=~.!.tjTlf j J 1/I(-T1'r-Pl) 
aT 4 too Rn Rn Rn 

X I/I(T1 - T2,Pl - P2)S(T1 - T2,Pl - P2) 

x 1/1 ( T 2,P2 - P3)W( T,P3)dT IdT 2dPldP2dP3 

(10.10) 
in which T = E 2 t. Let 

cP ( T 1 , P, r) = j T IJ J 1/1 (- T, r - PI) 
o Rn Rn 

X I/I(T1 - T2,Pl- P2)I/I(T2,P2 - P3) 

X w(T,p)dT2dPldP2. (10.11) 

Then,as t ~ 00 with T fixed, Eq. (10.10) has the follow­
ing limiting form 

.=-a.:;:W-..\..(T.:...J,e.::r./...) = or
4

2 
lim '!'t jt j cp(T,p,r)w(T,p)dTdp. 

~ t .... oo 0 R 
uT n (10.12) 
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This equation is shown in Appendix 2 to agree with 
that obtained by a two-time method. 3 However, the 
approach given there is a variant of what is proposed 
in Ref. 3. It is seen that the two-time method can be 
taken to be an approximation to the method of smooth 
perturbation under the assumption (10.9) and by tak­
ing time-average. 

If the correlation function R = e: 2S is taken to be 
delta-correlated as shown by (5.1), then it is easy 
to show, invoking (10. 10), that r 1 given by (10.9) satis­
fies the equation 

ar1 (t,r) or( or ~ 
-a-t- ="2 ~ + "2 g (O)} r 1(t,r). (10.13) 

This equation was first derived by Chernov 6 by Mar­
kov approximation which is known 7 to be equivalent 
to assuming the correlation R being delta-correlated 
in t. 

Finally, replacing R by e: 2S in (9.1) and expanding the 
exponential function in powers of e: 2, the one-term 
expansion yields 

2 
r 1(t,r) = I/I(t,r) + e: 2 ~ fotfOTIEz{S[TI - T2,Z(T1 ) 

- Z(T2)]O[Z(t) - r]}dT1dT2 + O(e: 4 or 4 ). (10.14) 

The expectation in the above integral, depending only 
on three points T l' T 2' and t can be easily computed. 
With this result, (10.14) becomes 

r 1(t,r) =I/I(t,r) + e: 2 or
4
2 
pjT 1 f f 
o 0 Rn Rn 

I/I(t- T1'r - p,)S(TI - T2,Pl - P2) 

X I/I(T1 - T2,Pl - P2) I/I(T2,P2)dTldT2dPldP2 

+ O(e: 4or 4). (10.15) 

Alternatively, if one expands u into a power series in 
e:, the successive approximations for u can be deter­
mined from (10.1). The mean solution is found by 
taking average termwise in the perturbation series. 
The result r 1 thus obtained coincides with (10.15). 
This procedure,known as Born approximation, suffers 
a serious defect, namely the secular behavior of the 
solution (for a good discussion, see Ref. 5). This 
limits the validity of the approximation to a small 
time range. Various modified perturbation methods, 
such as MSP and MTT ,have been designed to circum­
vent this difficulty. 

To compare various perturbation methods it seems 
reasonable to degree to the following convention: 
Approximation A is said to be more accurate than 
approximation B if B is obtainable from A by further 
approximations which lead to a simplification in finding 
the solution, and the poorest approximation of all is 
the one which is not uniformly valid. Then clearly 
one has the follOwing implication: 

MDID ~ MSP ---? MTT ---? MMA ---? MBE, (10.16) 

where the arrow points in the direction of decrease in 
accuracy. In passing it is cautioned that the two-time 
method is not applicable if the random field J.l (or 11) 
is time independent. A formal argument can be found 
in the Appendix, Sec. 2. 
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11. CONCLUDING REMARKS 

By means of Wiener integrals, two problems arising 
from wave propagation in random media have been 
investigated. Certain concrete results are obtained by 
this approach, notably the results contained in Secs. 
5-8. The connection between function space integrals 
and differential equations may serve to facilitate the 
actual means of evaluating the integrals as well as to 
clarify the nature of various approximations. The re­
sults presented here are far from complete due to the 
well-known difficulty in the evaluation of functional 
integrals. This approach will bear more fruits when 
the functional integral calculus are advanced and 
better methods of apprOximate evaluation become 
available. In Ref. 20 Daletskii gave a representation 
for the solution of certain hyperbolic system in terms 
of a continuous integral (or functional integral). Though 
concrete results may not be obtainable, the part on the 
derivation of moment equations can presumely be 
carried over. Finally one remarks that the results 
given in this paper can be interpreted in the context 
of a quantum mechanical problem, the motion of a 
particle in a force field or random potential. 
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APPENDIX 

1. The Limit of a Functional Integral 

Consider the limit,as Ql 1 = Re{QI} ~ O,of the integral 
II defined by (5.11). To show this limit is given by 
(5.13),one rescales P2 according to 

(A1) 

Then per) is a Wiener process with the covariance 
matrix 

(A2) 

upon using (AI) in (5.11), it yields 

I 1(t,r1r 2, Ql1) = Ep rxp (i QliiJo
t g(,)2Q11P(r) -,[2(;1 

X p(t) - r 1 + r 2)dr) h(r 1 - r 2 - v'2Q11P(t)~. (A3) 

Let it be supposed that the functions g and h are bound­
ed and continuous on Rn' Then the functional inSide 
the expectation sign in (A3) is bounded and continuous 
and hence is Wiener P integrable for each Ql1 > 0. In­
voking the dominated convergence theorem in mea­
sure theory, one has the desired result as asserted 

lim I 1(t,r1r 2,Ql1) = lim Ep 
~~o a~O 

X [exp (i Qla J~g(v'2Q11 p( r) - v'2Q11 p(t) - r 1 + r 2)dr) 

x h(r l - r 2 - v'2Q11 p(t)~ 

= Ep [exp(i Ql2a2J~ g(r2 - r l )dr)h(r1 - r2~ 
= h(r l - r2) exp[iQl2a~(r2 - r 1 )t]. (A4) 

2. A Derivation of a Mean Equation by the Two-Time 
Method 

To apply the MTT,one deals with Eq. (10.1) directly. 
Surpressing the dependence of u on r, one seeks a 
solution of the form (see Ref. 3) 

u(t, f) = vet, r, f), (A5) 

where r = f 2t and v is a function depending on two 
times t and r. Here v is different from that defined 
in Sec. 2. Then one has the following differentiation 
rule 

~=~ +f2~. 
at at ar (A6) 

Using (A5) and (A6) in (10.1) and (10.2) and expanding 
v into a power series in f, 

The resulting equation gives rise to the following re­
cursive system 

avo QI 
---flv =0 at 2 0 , 

vo(O,O) = tier), 

aV l QI Ci 

at - T flv 1 = 2"1JV1' 

vl(O,O) = 0, 
and 

aV2 QI QI ovo 
at - T flv 2 =.2 1JVl - a;' 
v2(0,0) = 0, 

The solution to (A8) is found to be 

vo(t,r) =1. I/I(t,r-p)w(r,p)dp, 
Rn 

(A8) 

(A9) 

(A10) 

(All) 

where w is a slowly varying random function to be 
determined,and it satisfies the initial condition 

w(O,r) = tier). (A12) 

By substituting (All) into (A9),Eqs.(A9) is then solv­
ed to give 

v1(t, r) = ~ Jot J
R 

J
R 

I/I(t - S,r - Pl)I/I(S,Pl - P2) 
n n 

X 1J(s,Pl)w(r,P2)dsdPldP2' (A13) 

When (All) and (A13) are used in (AIO),its solution 
reads 
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It is seen that the second term on the right-hand side 
of (A14) grows linearly with t. For the mean solution 
to be bounded in t, one requires that 

lim 1t (v 2) = O. (A15) 
t-.oo 

In view of (A14),condition (A15) gives rise to an equa­
tion for w = (w) 

aW(T,r) = ~ lim 1-. ftft1f 1 f t/I( - t r - ) aT 4 t-.oo too R 'R R 1> PI n n n 
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The compatibility of mechanistic, microscopic dynamics with dissipative, macroscopic behavior is proved by 
solving rigorously a model. This model consists of an infinite chain of two-level atoms interacting with an elec­
tromagnetic mode via two-photon emission and absorption. 

INTRODUCTION 

The finite lifetimes of unstable particles, and the re­
laxation times of nonequilibrium thermodynamics 
are usually treated by approximate methods which 
taCitly assume that these dissipative behaviors are 
somehow compatible with the conservative laws of 
mechanics. To prove that this assumption is correct 
is still an open problem in both scattering theory and 
nonequilibrium statistical mechanics. Two projection 
techniques have been used in attempts to solve this 
problem in a manner which would be both mathemati­
cally rigorous and physically satisfying. In Sec. 1, we 
sketch these two approaches and indicate their res­
pective pitfalls. The main body of the paper then 
treats explicitly an example in which the pitfalls of 
these projection techniques are avoided. Specifically, 
we present a quantum mechanistic model which ad­
mits a set 9](0 of macroscopic observables leading to 
a dissipative, selfcontained macroscopic description 
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of the evolution. We first describe in Sec. 2 a Simpli­
fied version of the microscopic, mechanistic model. 
The set 9Ro of the observables of interest and the 
dissipative character of the evolution relative to 9](0 

are discussed in Sec. 3. The full model is presented 
in Sec. 4. Some mathematical proofs are collected in 
the appendices. The general significance of the re­
sults is indicated in Sec. 5. 

1. PROJECTION TECHNIQUES 

The first 'evidence we have that a "macroscopic" dis­
sipative description of the evolution is in prinCiple 
compatible with a finer, or "microscopic," mechanis­
tic description is based on the following embedding 
theorem due to Sz-Nagy.l Let {stl t E R+} be a con­
tinuous, contraction semigroup acting in a Hilbert 
space Je o' then there exists a unique (up to isomor­
phisms) triple {Je, ut,~} constituted by a Hilbert 
space Je, a continuous unitary group {uti t E R} on Je, 
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and a projector !D from Je onto Je 0 such that S t == 
!D Ut!D for all t in R+, and {Utw It E R, w E Je o} is 
dense in Je. Several papers2 - 4 have recently dis­
cussed the idea that this theorem could provide a 
conservative, rigorously mechanistic explanation for 
the dissipalive, exponential decay of unstable par­
ticles. It would seem natural to consider5 the same 
idea in nonequilibrium statistical mechanics. The 
physical interpretation of the mathematical construc­
tion involved in Sz-N~gy's theorem presents, however, 
even more than in the case of unstable particles, 
some rather serious difficulties,among which is the 
physical identification of the observables and states 
of the microscopic description obtained in this man­
ner. 

A line of less resistance thus appears to be the study 
of the inverse problem where one supposes known 
the microscopic description and asks whether a dis­
sipative macroscopic evolution does exist. This prob­
lem can be decomposed in three steps: First, identify 
the set ~ of the microscopic observables, the micro­
scopic equations of motion and the set jJJ( of macro­
scopic observables; second, obtain a reduced macro­
scopic description, e.g., in the form of a generalized 
master equation (GME); third, investigate whether this 
description is disSipative, i.e., determine under which 
conditions the GME reduces to a Pauli master equa­
tion (PME). A model5 ,6 has been proposed, showing 
that steps (1) and (2) can indeed be carried out, thus 
setting on a rigorous footing a well defined prOjection 
technique in Liouville space. In this model, ~ is the 
von Neumann algebra CB(Je) of all bounded operators 
acting in some Hilbert space Je; the time evolution is 
given, i.n the Schrodinger picture, by the von Neumann 
equation 

(1) 

and H is the microscopic Hamiltonian; the Liouville 
operator L is shown to act as a self-adjoint operator 
on the Hilbert space £(Je) of all Hilbert-Schmidt 
operators on Je. This space, called "Liouville space," 
contains as vectors the density matrices p. jJJ( is 
taken to be the Abelian von Neumann algebra gene­
rated by the "macrocells" Et; (Le.,{Et;} is a partition 
of Je into mutually orthogonal subspaces which are 
assumed to be of finite dimension Nt;). For every 
macroscopic observable A == 6 u A(~)E t; in jJJ( we thus 
have 

< P t; A) =: 6t;pt(~)A(~) (2) 

and the GME 

d (t 
dt pt(~) == - 6t;' Jo dsKs(~, ~') 

x ~_1_ pt-s(~') _ ~ pt-s(~) I (3) 
/Nt;' Nt; \ 

is then derived without further approximation from 
the von Neumann equation (1) and the initial condition 
pO == !))po, where the coarse-graining operator !D is 
defined as a projector on £(Je) by 

!Dp == 6uP(~)P t; with 

p(~) =: TrpEt; and Pt; == Et;/Nt;. 

Step (3) would then consist in showing that Eq. (3) 
reduces to 

(4) 

It has been proved,7 however, and this is the pitfall 
associated with this prOjection technique, that this 
last step is not pOSSible, i.e., that (5) is incompatible 
with (1) for the model as presented up to this point. 
Gudder and Marchand8 have proved that !D, as defined 
by (4), could not be generalized and still keep those 
of its properties which are essential to its interpre­
tation and which have been used in the derivation of 
(3). 

Various procedures have been proposed to bypass the 
incompatibility of (5) and (1). All involve some kind 
of argument to the effect that (5) should be understood 
to hold only after times large compared to some in­
trinsic microscopic time, e.g., "collision time." It 
has been suggested 7 in particular that the incompat­
ibility of (5) and (1) can be removed by the introduc­
tion of a time-smoothing operation on jJJ(, accompanied 
by the corresponding smoothing of the initial condi­
tions. This idea of replacing ill, by a "smoother" set 
WCo of observables which would behave in a truly dis­
sipative manner has been strongly advocated by Prigo­
gine and his school, and it plays a central role in their 
recent publications. 9 Taking this idea seriously into 
account, we come to suspect the discreteness of the 
spectrum of jJJ( to be the stumbling block which barred 
(5) from receiving a mechanistic interpretation. The 
purpose of this paper is to show that this is indeed 
.the case. We produce a mechanistic model which ad­
mits a set jJJ(0 of macroscopic observables such that 
(i) the time evolution with respect to jJJ(0 can be des­
cribed in a self contained manner, (ii) it is dissipa­
tive, and (iii) 9J(0 has continuous spectrum. 

2. THE SIMPLIFIED MICROSCOPIC EVOLUTION 

We take for the algebra of microscopic observables 
the von Neumann algebra CB(Je) of all bounded opera­
tors on the Hilbert space :Ie =: £2(R) of all square 
integrable functions with respect to Lebesgue mea­
sure: 

~ == CB(£2(R, dx». (6) 

We define the time evolution by its action on the vec­
tors of £2(R) as follows: 

(7) 

Clearly {uti t E R} is a continuous, one-parameter 
group of unitary operators acting on £2(R). Its gene­
rator, our microscopic Hamiltonian,is equal to 

H =: ~ (PQ + QP) (8) 

on the dense linear manifold S(R) in £2(R), constituted 
by all infinitely differentiable functions W from R to 
C for which 

dnw 
lim xm_-(x)=Oforalln,m =0,1,2 .... (9) 

Ixl-+oo dxn ' 

P and Q are defined on S(R) as usual by 

(Pw)(x) == - i ~: (x), (Qv)(x) == xw(x). (10) 

Since S(R) is stable under P and Q, and since P, Q 
and H (see Appendix A) are essentially self-adjoint 
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on S(R), the formulas (8) and (10) suffice to define the 
self-adjoint operators P, Q and H. 

We notice that the Fourier transform F defined by 

(F>It)(x) = (2ll)-1/2 1 dy exp(ixy)>It(y) (11) 

acts as a time-reversal operator, Le., 

FUtF* = U- t for all t in R. (12) 

Since F is unitary, we conclude that 

FHF* =-H (13) 

in agreement with (8) and the well-known equalities 

FQF* = P,FPF* = - Q. (14) 

The effect (13) of the canonical transformation F on H 
shows that the spectrum of H is symmetric with res­
pect to O. A more detailed analysis of (7) or (8) would 
actually show that the spectrum of H extends from 
- 00 to +00, and is continuous with respect to Lebesgue 
measure. The physical meaning of the last but one 
property will be discussed in Sec. 4. 

To every density matrix p, Le., to every normal state 
on IJC = <B(,c2(R)), corresponds a positive Hilbert­
Schmidt kernel, i.e., an element p in ,c2(R2) such that 

(p>lt)(x) = 1 dyp(x,y)>It(y) for alII{! in ,c2(R), 

11 dxdy Ip(x,y)12 < 00, (15) 

1 dxp(x,x) = 1. 

The time evolution, in the Schrodinger picture (see 
Sec. 1), takes then the form p(x,y) -) pt(x ,y) with 

pt(x,y) = e-tp(e-tx, e-ty) 

and {'Uti t E R} defined on ,c2(R2) by 

('UtR)(x,y) = e-tR(e-tx, e-ty) 

(16) 

(17) 

is clearly a continuous, one parameter group of uni­
taryoperators. Its generator [see von Neumann Eq. 
(1) in Sec. 1] is equal to 

L = HpxQx + QxPx) + ~P yQy + QyP y)}' (18) 

The precise definition of Px,Qx' Py,Q;y' and L, and 
the associated domain questions are dIsposed of as in 
the beginning of this section [see the remark follow­
ing (10), with now S(R) replaced by S(R2)]. 

3. REDUCED DESCRIPTION 

We now consider the set ,cOO(R) of all measurable, 
essentially bounded functions I: R -) C with respect 
to the Lebesgue measure. This set is equipped with 
the structure of a normed* -algebra by the following 
definitions: 

(xf)(x) = xl (x), 

(f + g)(x) = f (x) + g(x), 

(fg)(x) = f (x)g(x), 

f *(x) = f(x)*, 

11/11 = ess-sup I/(x)l, 
xE R 
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(19) 

for every I,g E ,cOO(R) and every X E C. For every f 
in £OO(R) we then define the bounded operator Aj act­
ing on ,c2(R) by 

(20) 

We now consider as the set Wfo of all "observables 
of interest" (see Sec. 1) the set 

(21) 

and notice iO that f -) Ai is an isometric isomorphism 
from the normed* -algebra ,cOO(R) to il.Ro considered 
as a normed*-subalgebra of <B(,c2 (R))j further more 
Wfo is a maximal abelian von Neumann subalgebra of 
<B(£2(R)) and has continuous spectrum, namely R. The 
physical interpretation of i1.Ro is provided by the re­
mark that i1.R o is generated, as a von Neumann algebra 
by the projectors Et. defined by 

(22) 

where fj. runs over all Borel subsets of R, and Xt. is 
the characteristic function of fj.. Hence i1.Ro is the 
maximal Abelian von Neumann algebra to which the 
pOSition operator Q is affilated. We remark in pass­
ing that i1.Ro maximal abelian means in physical terms 
that the self adjoint elements of i1.Ro form a complete 
set of commuting observab1esj this fact is responsible 
for some simplifications in the forthcoming argument, 
but is not essential to its completion. Clearly the 
restrictions to i1.Ro of any normal state p on IJC is a 
normal state on i1.Ro' Consequentlyll for eve!y p nor­
mal on IJC, there exists one positive element p in £l(R) 
such that 

(pjA) = 1 A(x) p(x) dx for all A in £OO(R) (23) 

and, in particular, 

1 p(x)dx = 1. (24) 

We thus have identified the macroscopic states cor­
responding to the normal states on IJC. Moreover, 
every normal state p on i1.Ro can be written12 as 

(pjA) = (>It,AI{!) (25) 

for some I{! in ,c2(R) with III{!(x)1 2dx =]. Conversely 
every such I{! generates a normal state p on i1.Ro' and 
upon extending (25) to every A in IJC, >It actually gene­
rates a normal state p on IJC, the restriction of which 
to i1.Ro is evidently p. We notice that for every such I{! 
and every unitary operator U in i1.Ro = 9.R o' I{! I = U>It 
also generates a normal state p' ;" P on IJC, with, how­
ever,p' equivalent13 to p with respect to i1.Ro' Hence 
any normal macroscopic state contains infinitely 
many linearly independent normal microscopic states. 
We remark also that p is the so-called "diagonal 
part,,9 of pj indeed the bridge with Prigogine's nota­
tion is provided by the remark that 

p(x) = Ro(x) with 

RI)(~) == p(~ - 1), ~ + 1)). 
(26) 

In the perspective of Sec. 1, i1.Ro presents its first re­
markable feature with respect to the microscopic 
time-evolution generated by (7). Indeed the automor­
phisms a t of IJC defined for every t E R by 
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(27) 

map Ilno into itself, and actually the restriction of each 
QI t to ~](o is an automorphism of 9](0 itself: For each 
A in 9J1o we have 

(QI t[A ])(x) ::::: A(etx). (28) 

This implies immediately the existence of a self­
contained macroscopic description of the time evolu­
tion with respect to 1))(0: 

The privileged role of Ilno with respect to the time 
evolution is emphasized by the change of variables 
(26). Indeed, for any normal state p on 'in we have 

(29) 

(30) 

so that the nondiagonal part R ~ >'0 depends, in the 
course of time, on R ~~o for all values 1]' ::::: e- t1], where­
as the diagonal part R b satisfy Eq. (29), which involves 
Rb=o only. 

The second remarkable feature of Ilno is that the re­
duced description (29) of the time evolution satisfies 
the "master equation": 

d - --dt pt ::::: - iLpt 

with L defined, for instance on S(R) C £l(R) 

by L::::: n - iA, where 

n ::::: i(PQ + QP) and A = i I. (31) 

n gives the usual propagation term, whereas the 
strictly positive operator A gives the dissipative part 
usually associated with a master equation of Pauli 
type. 

Equations (29) and (31) show that the time evolution 
prescribed by (7) and (16), reduced to Ilno' provides a 
model for the kind of dissipative behavior looked for 
in Sec. 1. The dissipative character of the evolution, 
as viewed from 1)]( 0' can be emphasized by the follow­
ing three side remarks. First, the macroscopic en­
tropy defined naively by 

(32) 

is a strictly increasing function of time. Second, S(R) 
is stable with respect to {uti t E R} as defined by (7), 
and the equation 

(33) 

thus make sense on this dense linear manifold S(R) of 
£2(R) on which Q and hence QI t[Q] are essentially self 
adjoint. The obviously dissipative behavior of the 
operator Q (which is affilated to \mo)' as given by (33), 
can also be seen from the time behavior of the boun­
ded operators E t:,. defined by (22): 

(E )t::::: E t> where t:,. t:,. 

t:.t::::: {e-txlx E t:.}. 
(34) 

In particular, and this is our third remark, the par­
tition 

'Y ::::: {Et:,.1 t:. ::::: [n, n + 1], n E Z}, (35) 

of the identity I on £2(R) into orthogonal subspaces 
satisfies (for T ::::: ln2) 

o C ••. C QI-T[y] eye QlT[y] C •.• C 1, 
with 

!i:z QI nT[ 'Y] ::::: 0, 

V QI"T[y]::::: 1, 
nEZ 

a property reminiscent of the behavior of K - sys­
tems.14 

4. PHYSICAL MODEL 

(36) 

The microscopiC time evolution (7) of the simplified 
model considered in the preceding sections is gene­
rated by a Hamiltonian (8), the spectrum of which ex­
tends from -0Cl to +0Cl, and hence is unbounded from 
below, as well as from above. From a physical point 
of view, this is so unacceptable a behavior for a sys­
tem with a finite number of degrees of freedom (here 
1) that one sometimes hears4 such Hamiltonians re­
ferred to as "unphysical." Incidentally, this "trouble" 
has been diagnosed3 in the approach via Sz-Nagy's 
theorem. It should however be pointed out that for 
systems with an infinite number of degrees of free­
dom this behavior is the rule15 rather than the excep­
tion. We shall now indicate how our simplified model 
can be interpreted in this context. 

We consider an infinite chain Z of identical spin-half 
particles (i.e., "two level atoms") interacting with an 
electromagnetic mode of frequency w. This problem 
is formulated in the manner usual in statistical 
mechanics by first prescribing the Hamiltonian rela­
tive to a finite region n in Z, and then taking the limit 
of the corresponding time evolution as n tends to Z. 
We thus define: 

H(n) ::::: Ho(n) + ~V(n), 
with 

Ho(n)::::: w(a*a + i) + B E a Z 

jEll J 
and 

V(n) ::::: - N(n)-l E (a+aa + a-:a*a*). 
jEll J ) 

This type of interaction is well known in quantum 
optics,16 

(37) 

(38) 

(39) 

The heuristic argument of the standard mean free 
field method used in the theory of phase transitions 
can be used here, but this should be done with some 
care. The mathematical problems connected with 
this aspect of our model are analyzed, and solved in 
detail in Appendices A, B, and C. The result is the 
following. 

When the initial state of the system is prepared in 
such a manner that the EM mode is uncoupled to the spin 
system, and that the latter is in the canonical equili­
brium corresponding, for the natural temperature /3, 
to the Hamiltonian -B"I:,.a.Y , the time evolution corres­
ponding to the thermodfnitmicallimit of (37) is given, 
for any observable AEM relative to the electromag­
netic mode, by 

(40) 

where PEM is the initial normal state of the EM mode, 
and 
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1I~,oI>[PEM] = U~,oI>PEMUW:oI>' 

Ct'tM[A EM] = UE~AEMUtM' 
(41) 

with {U~ ,01> 1 t E: R} and {Uh 1 t E: R} defined explicitly 
in Appendix C. The physical interpretation of this 
result can be given as follows. 

The generator HEM of {ukM 1 t E: R} is the free Hamil­
tonian of the EM mode, the fundamental frequency of 
which corresponds to the resonant situation where a 
transition from U Z = + 1 to U Z = - I is accompanied 
by the emission of two photons of frequency W = B. 
This part of the evolution is thus trivial: Its cgntribu­
tion is a periodic motion of frequency wOo 

The generator WoI> of {u& 01>1 t E: R} is more compli­
cated as it describes the 'occurence of a dissipative 
behavior. We now substantiate this assertion. We 
can rewrite (CIO) in the form 

WoI> = [(w - wo)/wo]HEM + >..uW, 
with 

H - '!'(P2 + w2Q2) EM - 2 0' 

W = ~(PQ + QP). 

(42) 

(43) 

(44) 

We use the substitution 

Q = (2wo)-~(a* + a), 
1 

P = i(~Wo)2(a* - a). (45) 

For the resonnant frequency Wo = B, W 01> reduces 
then, up to the multiplicative constant AU, to the Hamil­
tonian (7) of our simplified model, the dissipative be­
havior of which we already discussed. We still might 
add here that for any initial state PEM of the form 

00 

(PEM;A EM) = 6 Pn(>IIn,AEM>IIn) 
with n=O (46) 

a*a>lln = n >lin' 

our Eq. (40) leads to 

(PEM; HEM)t = (PEM; HEM) cosh2Aut, (47) 

(PEM;Q)t = 0 = (PEM; p)t, (48) 

(PEM; Q2)t = (PEM; Q2) {exp(2Aut) coS2wot 

+ exp(-2Aut) sin2w ot}, (49) 

(PEM; p2)t = (PEM; p2){exp(-2>..ut) coS2wot 

+ exp(2Aut) sin2wot}. (50) 

We conclude from (47) that the spin system releases 
its energy to the EM mode in such a manner that the 
expectation value of the (unperturbed) energy HEM 
stored in this mode increases monotonically with 1 t 1 , 

and actually one has for large 1 t 1 

(PEM;HEM)tRi ~(PEM;HEM) exp(2Aultl). (51) 

Moreover, (48) implies that (49) and (50) give the evo: 
lution of the covariances (t:;.Q) and (t:;.p) and Q and P, 
the explicit form obtained for these quantities con­
firms the interpretation of the dissipative effect of 
the spin system on the EM mode. 

From Eq. (45) on, our discussion was restricted to the 
study of the resonant mode W = Wo = B. If, however, 
W '" W 0' the situation is somewhat more complicated. 
Three cases can actually occur depending on whether 
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E == 1 AU/W -wol is smaller than,equal to,or larger 
than 1. In particular, the spectrum of the quadratic 
Hamiltonian (42) is: (A) discrete and semibounded if 
E < 1, (B) absolutely continuous, doubly degenerate 
and semibounded if E = 1, and (C) absolutely continu­
ous on the whole of RifE > I; actually in the later 
case (42) is unitarily equivalent, up to a real multi­
plicative constant, to (44). Hence the kind of dissipa­
tive behavior observed for the resonant mode occurs 
also for the nonresonant modes if and only if the 
absolute value of the coupling constant A exceed a 
critical value A = 1 (w - wo)/ul depending on W - wO' 
and, through u, on the temperature of the spin system. 

5. CONCLUSION 

We obtained the exact solution of the dynamics of an 
electromagnetic mode (see Eqs. 37-39) with an infi­
nite system of two level atoms (or spins) via two­
photon emission or absorption. This solution is ex­
pressed in an "interaction picture" (see Eqs. 40-41, 
and Appendix C) which separates the time evolution 
into two parts. The first is akin to the free dynamiCS, 
whereas the second singles out the dissipative part 
of the evolution. To uncover the dissipative character 
of the latter we treated (in Secs. 2 and 3) a simplified 
model in which the microscopic observables are res­
tricted to the observables of the EM mode, the micro­
scopic Hamiltonian is given by Eq. (8), and the macro­
scopic observables are assumed to be the self-adjoint 
elements of the maximal Abelian von Neumann alge­
bra \DCo to which the position operator Q is affiliated; 
we found the macroscopic equation of the motion rela­
tive to \DCo (see Eqs. 31 and 33). The underlying re­
versibility of the microscopic evolution shows itself, 
on the macroscopic level, through the fact that the 
Fourier transform, which changes Q into P, acts as a 
time reversal operator for this simplified model; this 
implies the existence of a set of observables, \DCo(P), 
obtained from \DCo = !JRo(Q) by a time-reversal opera­
tion pt = e-tp (compare with 33). Coming back to the 
full model, we noticed that the effect of the free part 
of the interaction picture leads to a uniform rotation 
in the plane (Q, P). As a consequence, the combined 
evolution leads in particular to the dissipative Eqs. 
47- 50, valid for all values of the coupling constant A 
when the frequency of the EM mode is identical to the 
resonant frequency Wo = B (where 2B is equal to the 
spacing of the energy levels of the individual atoms). 
For the off-resonant frequencies, we show that there 
exists a threshold in the value of the coupling con­
stant; below this threshold, the system behaves in a 
conservative manner; whereas the type of dissipative 
behavior described at resonance also occurs above 
the threshold. 

In relation with the two projection techniques which 
we reviewed in Sec. 1, we would like to point out that 
the passage (see Sec. 3) from the conservative, micro­
scopic description of the evolution to the reduced des­
cription relative to Q (or to P) is not, and actually 
cannot be,17 achieved by a projection acting from 
some Hilbert space £ to some Hilbert space ~. In­
deed, the continuity of the spectrum of \DCo impli~s 
(see in particular Eq. 26) that the diagonal part p, 
with respect to \DCo' of a density matrix p on <B(£2R)) 
is in general an element of £l(R) and the later is not 
a subspace of the Liouville space £2(R2). This fact 
illustrates an intrinsic limitation of the usual projec-
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tion technique in Liouville space and in particular 
provides a reason for its failure to lead to a Pauli­
type master equation. The main point of the model 
is to show that this difficulty can indeed be bypassed. 
In the same breath, this shows also that the Sz-Nagy 
theorem, however natural it might seem to be in this 
connection, is actually not the universal answer to 
the question of the compatibility of the mechanistic 
and the dissipative descriptions of a physical system. 
The physical model presented in this paper admits 
both descriptions and does not conform to the scheme 
suggested by this mathematical theorem. 

The model also raises some interesting questions of 
principle which we defer to answer here. The first 
one is to understand to which extent the model is 
generic. In fact, given Qt = e-tQ we can construct 
.£2(R, dx), 9)10 = .£OO(R, dx) and {uti t E R} in a canoni­
cal manner, and the conjugate variable pt = e-tp then 
occurs naturally. This construction can clearly be 
extended to the case of several independent dissipa­
tive modes with different decay times. The second 
question raised by this model stems from its struc­
tural analogy with K - systems; we suggest that the 
model might help elucidate the connections between 
the mathematical theories of dissipative systems (see 
for instance Arnold and Avez14) and the physical 
approaches followed by van HovelS and Prigogine9, 
for instance. 
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APPENDIX A 

The purpose of this appendix is to prove the self­
adjointness of some of the operators used in the main 
body of the paper. 

Lemma: Let {uti t E R} be a strongly continuous 
group of unitary operators acting on some Hilbert 
space :Ie and H be its self-adjoint generator. Let fur­
ther 9)1 be a dense linear manifold in ~(H), stable 
under {uti t E R}. Then the restriction of H to 9)1 is 
essentially self adjoint. 

Proof: For any complex X with ReX'" 0, form 
IJ1 == (X + iH)we, and let 4> be in 1J1.l. We have then for 
every IIJ in we 

and, hence, 

(A2) 

and, since we is dense, 

(A3) 

which is incompatible with ReX '" 0 unless 4> = O. 
We therefore conclude that (X + iH) we is dense in :Ie, 
which is to sayl9 that H is essentially self adjoint on 
9)1. Q.E.D. 

We now remark that the assumptions of the lemma 
are satisfied for :Ie = .£2(R}, {uti t E R} defined by (7) 
and we == S(R), thus implying that the Hamiltonian (8) 
is essentially self adjoint on S(R). 

This conclusion is easily transfered to the Hamil­
tonian (42) considered as an operator acting either 
within £2(R) or within £2(R) ® :Ie s ' where :Ies can be 
any Hilbert space; in the latter case we is to be taken 
as the linear span of S(R} ® :Ie s' and W",(IIJ ® <I» == 
W",IIJ ® 4>. 

Besides establishing that (42) leads unambiguously to 
the definition of a time evolution, this remark will 
also allow us to prove the convergence implicit in 
our use of the mean free field method. This will be 
done in Appendix C. 

APPENDIX B 

The purpose of this appendix is to devise an interac­
tion picture adapted to computing the time evolution 
of the expectation values of the observables relative 
to the EM field. 

We first rewrite (37) in the form 

H(Q) = Go(Q} + W(Q), 
with 

Go(Q} = B~ 6 U Z + (a*a + }}t 
) jEO J \ 

and 

(Bl) 

(B2) 

W(Q) = (w - B)(a*a + }) + ~x{u+(Q)aa + u-(Q)a*a*}, 
(B3) 

where 

u±(Q) = N(Q)-l 6 U*. 
jEO J 

We notice that 

(B4) 

(B5) 

Furthermore, we remark upon comparing (B2) with 
(38) and (B3) with (39) that at resonance (i.e., where 
w = Wo == B)Ho(Q) = Go(Q) and W(Q) = AV(Q}. (B5) 
implies that for any >JI E £2(R) ® :Ie s (Q) and any A E 
m(£2(R» ® ~((Q), 

(lP;A)t == (Ut(Q)>JI,AUt(Q}IIJ) 

= (UJ(Q)>JI, U(/(Q}AUb(Q)U~(Q)>JI), (B6) 

where {ut(Q}lt E R},{ub(Q}lt E R} and {u~(Q}lt E R} 
are the unitary groups respectively generated by H(Q), 
Go(Q), and W(Q}. 

For every A of the form B ® A(A} where B E m(£2(R» 
and A(A) E ~((A), and for every Q ~ A finite, (B6) re­
duces to 

(B7) 

Consequently, the Q -dependence of the time evolution 
enters only through u±(Q} in (B3), thus making much 
more simple the convergence proof involved in re­
placing our original Hamiltonian by its mean free­
field approximation. 

APPENDIX C 

The aim of this appendix is to analyze in which sense 
the mean free field method can be used to approxi-
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mate, in the limit where a tends to Z, the time evolu­
tion determined by the operator W(51) [see (B3)]. A 
purely algebraic answer to this question is ruled out 
by the fact that a±(51), although uniformly bounded, do 
not converge in the norm topology as a tends to Z. 
We therefore will attempt to work in the strong opera­
tor topology attached to the particular representation 
used in the main body of this paper. 

As usual, we denote by 2( the C * -algebra of all quasi 
local observables on the infinite spin system. We re­
call that ~( is defined as the C*-inductive limit20 of 
the algebras ~ (a) describing the spin system in the 
finite regions a: 

~{= u ~(51), 
(lcZ 

where 
~{(51) = ® ~. 

jEO J 

(Cl) 

and ~{ . is the algebra of 2 x 2 matrices with complex 
J ( x Y ill) . entries, generated by I, aj , aj , aj for every J E: 51. 

We now consider the state CPo defined on ~( (a) by 

(CPo;Ao) = Trp(lAO 
with (C2) 

P(l = exp{- (3H'(51)}/Tr exp{- (3H'(51)} 
and 

H'(51) = -B I; aJ. 
jEO 

We notice immediately that for every Ao of the form 
Ao = ® A., 

jEO J 

(CPo;Ao) = IT (cp.;A.) 
with jEO J J 

3 

(cpj; "Ro a~ a~) = aJ + aJ tanh {3B , 
(C3) 

where 

and that CPo' as a state on ~ (a) is uniquely determined 
by (C3); we therefore use the notation CP(l = j~O CPj' 

For every A E: u~(51) there exists some finite 51A such 
that A E: ~((51) for all a:::) 51A and we can therefore de­
fine 

(C4) 

The linear function cP defined by (C4) is positive, 
bounded, and normalized to 1. It can therefore be 
uniquely extended to a state cP, denoted .~z CPj' on the 
whole C * -algebra I}{. J 

We denote by II</>: ~ --) ~ Je</> the cyclic representation 
of m, and by <I> the cyclic vector, associated to cP by 
the GNS construction. We want to assert that, in the 
strong operator topology of <B(Je</», II </>(a±(51» conver­
ges. We first notice that for all a c Z 

(cp;a±(51» = ± ia, 
where 

a = ! tanh{3B. 
(C5) 

1 F. Riesz and B. Sz-Nagy, Leq,ons d'analyse jonctionnelle, 
(Gauthier-Villars, Paris, 1955), 3rd ed.,p. 452, and references 
quoted there. 

2 D. N. Williams, Commun. Math. Phys. 21,314 (1971). 
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Taking into account the fact that 0 < a2 < t, we see 
that 

1 {Ilq,(a±(51» - ia} <I> 12 < !N(51 )-1. (C6) 

It is then easy to check that for every element A in 
U ~ (a) and every E > 0, there exists some finite 
51(E,A) c Z such that 

1 {Ilq,(a±(51» - ia}A<I> 12 < E, ad 51(E,A). (C7) 

Since <I> is cyclic and {a+(51) - ia} is uniformly boun­
ded, we conclude that II</>(a±(51» converges to ± ia in 
the strong operator topology of <B(Je</». 

We now consider the Hilbert space 

(C8) 

and the linear manifold 9R</> spanned by the elements 
of the form lJI0 <1>' with lJI E: S(R) and <1>' E: Je</>. On 
Wl</> we then define (see B3) 

w</>(51) = (w -B)(a*a +!) 

+ !.\{aaII</>(a+(51» + a*a*II</>(a-(51». (C9) 

From the strong operator convergence of rr cb(a±(51» 
to ± ia on Je¢, we conclude that W¢(51) converges 
strongly to W </> = W </> ® I, where 

W </> = (w - B)(a*a + !) + !i.\a(aa - a*a*) (CI0) 

on the linear manifold Wl¢ which is dense in 8;1¢. From 
Appendix A we know that for any .\ with Re.\ '" 0 
(.\ + iW ¢), Wl¢ is dense in 8;1¢. We can therefore con­
clude, upon using Thm. 5.2 in Ref. 21, that for each 
t E: R, u,t ¢(51) converges strongly to UJ ¢ where 
{uJ ¢(51) it E: R} and {UJ ¢ 1 t E: R} are the strongly con­
tinuous unitary group respectively generated by w</>(51) 
and W</>. 

The result of the above analysis is therefore that for 
any t E: R, any vector lJI E: 8;1</> and any operator A of 
the form B ® A(A) with B E: <B(£2(R» and A(A) E: 

II</>(~(A», the limit as a tends to Z, of (ut(51)lJI, 
Aut(51)lJI) exists and is equal to 

(Cll) 

In particular, if lJI is of the form lJIEM ® >lis' we have 

(tJ;;B ® A(A»t = (UJ,¢ >liEM, UE1BUiMUJ,¢ >liEM) 

x (>lis' U;t(A)A(A) U;(A) >lis)' (CI2) 

where {UJ </> 1 t E: R}, {UiM 1 t E: R} and {U; 1 t E: R} are the 
unitary groups respectively generated by 

w¢ [see (CI0)], 

HEM = wo(a*a + !), 
Hs (A) = B I; aJ-

jEll. 

(C13) 

3 L. P. Horwitz, J. A. LaVita, and J. P. Marchand, J. Math. Phys.12, 
2537 (1971). 

4 K. Sinha, preprint (Univ. de Geneve, 1971). 
5 G. G. Emch, in Lectures in Theoretical Physics, VIlla, edited by 
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Attention is called to the fact that the lattice Green's function for a diatomic alternating lattice (regular or 
irregular) can be calculated from the lattice Green's function for the corresponding monatomic lattice. The de­
finition of the lattice Green's function is given in such a fashion that the imaginary part of the trace of the 
function gives the level density. The values at the origin are shown by graphs for the square, sc, and bee 
diatomic lattices; the sc and bec diatomic lattices are of the sodium-chloride and cesium-chloride type 
crystal structures, respectively. Discussions are given of the analytic behaviors and symmetry properties. 
The real part of the lattice Green's function is used to discuss the localized state of the one-impurity problem 
in the diatomic lattices. Some symmetry properties for the monatomic alternating lattice are given in the 
Appendix. 

1. INTRODUCTION 

Much effort has been paid for the numerical calcu­
lation and the investigations of the analytic properties 
of the lattice Green's function of the regular monato­
mic lattices.! The discussions of the regular diato­
mic lattices are given in a few articles. 2 , 3 Montroll 
and Potts2 showed that the equation determining the 
eigenvalues of a regular diatomic lattice is obtainable 
from the corresponding equation for the monatomic 
lattice by a simple transformation. Maradudin et al. 3 

used the same transformation in their discussion of 
the asymptotic behavior of the lattice Green's func­
tion outside the band. For the monatomic lattices, the 
imaginary part of the trace of the lattice Green'sfunc­
tion gives the level density. This property does not 
hold for the lattice Green's function defined by these 
authors for the diatomic lattices. In the present paper 
we shall introduce the definition of the function in 

FIG.1. An example of the "alternating lattice". Note that this 
lattice consists of polygons with an even number of edges. 

such a way that the property keeps valid. We show 
that the lattice Green's function for the diatomic lat­
tice as a function of complex energy variable is ex­
pressed by the one for the corresponding monatomic 
lattice with the aid of a similar transformation as the 
one used by Montroll et al. With the aid of this ex­
pression, analytic properties and symmetry proper­
ties of the former are discussed from those of the lat­
ter. Those properties are illustrated by the graphs at 
the origin for the square, sc, and bcc lattices. 

General discussions in the present paper are given 
for the 1.attices (i) which are composed of two sublat­
tices A and B and (ii) in which the interaction exists 
only between the lattice sites belonging to different 
sublattices. We shall name such a lattice an "alter­
nating lattice." Typical examples are the linear, 
square, honeycomb, sc, bcc, and diamond lattices, if 
the interaction exists only between nearest neighbor 
lattice sites. Regularity of the lattice is not required 
above. Hence even when some sites are missing or a 
deformation is applied, the above lattices are alternat­
ing lattices. A more irregular example is shown in 
Fig. 1. When all the sites are occupied by the same 
kind of atoms, the lattice is called a "monatomic alter­
nating lattice." When two sublattices are occupied by 
different kinds of atoms and each by the same kind of 
atoms, the lattice is called a ., diatomic alternating lat­
lice" or simply" diatomic lattice" in the present pa­
per. 

It is shown in Sec. 2 that the lattice Green's function 
of the diatomic alternating lattice as a function of the 
complex energy variable is expressed by that of the 
monatomic lattice. The analytic properties and sym­
metry properties of the former are discussed with the 
aid of those of the latter in Sec. 3. Those properties 
are illustrated by the curves obtained for the values of 
the function at the origin for the square, sc, and bcc 
diatomic lattices, in Secs. 4 and 5. In Sec. 6, the one­
impurity problem is discussed. 
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Attention is called to the fact that the lattice Green's function for a diatomic alternating lattice (regular or 
irregular) can be calculated from the lattice Green's function for the corresponding monatomic lattice. The de­
finition of the lattice Green's function is given in such a fashion that the imaginary part of the trace of the 
function gives the level density. The values at the origin are shown by graphs for the square, sc, and bee 
diatomic lattices; the sc and bec diatomic lattices are of the sodium-chloride and cesium-chloride type 
crystal structures, respectively. Discussions are given of the analytic behaviors and symmetry properties. 
The real part of the lattice Green's function is used to discuss the localized state of the one-impurity problem 
in the diatomic lattices. Some symmetry properties for the monatomic alternating lattice are given in the 
Appendix. 

1. INTRODUCTION 

Much effort has been paid for the numerical calcu­
lation and the investigations of the analytic properties 
of the lattice Green's function of the regular monato­
mic lattices.! The discussions of the regular diato­
mic lattices are given in a few articles. 2 , 3 Montroll 
and Potts2 showed that the equation determining the 
eigenvalues of a regular diatomic lattice is obtainable 
from the corresponding equation for the monatomic 
lattice by a simple transformation. Maradudin et al. 3 

used the same transformation in their discussion of 
the asymptotic behavior of the lattice Green's func­
tion outside the band. For the monatomic lattices, the 
imaginary part of the trace of the lattice Green'sfunc­
tion gives the level density. This property does not 
hold for the lattice Green's function defined by these 
authors for the diatomic lattices. In the present paper 
we shall introduce the definition of the function in 

FIG.1. An example of the "alternating lattice". Note that this 
lattice consists of polygons with an even number of edges. 

such a way that the property keeps valid. We show 
that the lattice Green's function for the diatomic lat­
tice as a function of complex energy variable is ex­
pressed by the one for the corresponding monatomic 
lattice with the aid of a similar transformation as the 
one used by Montroll et al. With the aid of this ex­
pression, analytic properties and symmetry proper­
ties of the former are discussed from those of the lat­
ter. Those properties are illustrated by the graphs at 
the origin for the square, sc, and bcc lattices. 

General discussions in the present paper are given 
for the 1.attices (i) which are composed of two sublat­
tices A and B and (ii) in which the interaction exists 
only between the lattice sites belonging to different 
sublattices. We shall name such a lattice an "alter­
nating lattice." Typical examples are the linear, 
square, honeycomb, sc, bcc, and diamond lattices, if 
the interaction exists only between nearest neighbor 
lattice sites. Regularity of the lattice is not required 
above. Hence even when some sites are missing or a 
deformation is applied, the above lattices are alternat­
ing lattices. A more irregular example is shown in 
Fig. 1. When all the sites are occupied by the same 
kind of atoms, the lattice is called a "monatomic alter­
nating lattice." When two sublattices are occupied by 
different kinds of atoms and each by the same kind of 
atoms, the lattice is called a ., diatomic alternating lat­
lice" or simply" diatomic lattice" in the present pa­
per. 

It is shown in Sec. 2 that the lattice Green's function 
of the diatomic alternating lattice as a function of the 
complex energy variable is expressed by that of the 
monatomic lattice. The analytic properties and sym­
metry properties of the former are discussed with the 
aid of those of the latter in Sec. 3. Those properties 
are illustrated by the curves obtained for the values of 
the function at the origin for the square, sc, and bcc 
diatomic lattices, in Secs. 4 and 5. In Sec. 6, the one­
impurity problem is discussed. 
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For the monatomic alternating lattice, some symme­
try properties are noticed, which are given in the 
Appendix. 

2. BASIC FORMULAS 

In this section, we consider a general diatomic alter­
nating lattice. We suppose that an amplitude If/(i) is 
associated with ith lattice site and that If/ (i) satisfies 
the following equation: 

[t + E(i)]lf/(i) -c(i)'6J(i,j)lf/{j) = 0, (2.1) 
j 

where t is a complex variable, and J(i, j) is nonzero 
only when i and j belong to different sublattices. E(i) 
and c(i) in Eq. (2.1) take EA or EB and cA or cB, res­
pectively, according as i is on the sub lattice A or B. 
cA and cB are assumed to be positive. EB is assumed 
to be larger than EA without loss of generality. 

We shall define the lattice Green's function G(t; i,f) 
as the solution of the inhomogeneous difference equa-
tion 

[t + E(i)]G(i,f) - c(i) ~ J(i, j)G{j,f) = Oij' (2.2) 
j 

If the lattice is finite, G(i,f) is defined for t which is 
not equal to any of the eigenvalues of the set of homo­
geneous linear equations (2. 1). If the lattice is infi­
nite' the boundary condition is 

G (i,f) -7 ° as Ii - fl-7 00, 

and G (i, f) is not defined for real t which is inside of 
the band. 

We introduce factor g(i) which is equal to gA or gB 
according as i is on the sublattice A or B, where gA 
and gB are defined such that 

gA(t + EA)/gBCB =gB(t + EB)/gACA = 7. (2.3) 

From this set of equations, one has 

gA/gB = ± (eB/ cA)1/2[(t + EB)/(t + EA)]1/2, (2.4) 

7 = ± [(t + EA)(t + EB)icAcB]1/2. (2.5) 

In the following, we shall use the upper signs if other­
wise is not stated. The branch cut on the complex t 
plane is introduced on the real axis from - EB to 
- EA; cf. Fig. 2(a). The branches of (t + EA)1/2 and 
(t + EB)1/2 are chosen such that they are real and 
positive when t + E A and t + EB , respectively, are real 
and positive. Hence if t = s - iT} and 5 < - E A and T} 

is an infinitesimal positive number, (5 - iT} + EA)1/2 = 

- i.J - 5 - EA where .J - s - EA is the positive square 
root of - 5 - EA' Equation (2.5) is solved for t as 
follows: 

t = -ikA + EB ) + t f
, 

where 

t f = H(EA - EB)2 + 4CACBT2]1/2. 

(2.5 f
) 

The branch cut from - EB to - EA on the t plane is 
mapped to the im~ginary axis between ± i(EB - EA)/ 
2(cACB)1/2 on the t plane as seen from (2.5); cf. Fig. 
2 (b). The choice of the branch, stated above, corres­
ponds to use the positive real square root on the right­
hand side when T is positive. Note that if changes sign 
when T changes sign in this choice of the branch cuts. 

We define function C(i,f) by 

C(i,f) = g(i + a)c(i + a)G(i,f)/g(f). (2.6) 

Here i + a is a lattice site belonging to the sublattice 
different from the one to which i belongs. We multi­
ply g(i)/g(f) to both sides of (2.2) and use the equality 
(2.3) and the definition (2.6), and then we obtain the 
following equation 

lG(i,f) - ~ J(i, j)C{j,f) = oij' (2.7) 
J 

This equation shows that the function C (i, f) is the 
value of the lattice Green's function for the monato­
mic lattice at the variable T. To show the variable T 
explicitly, we use the notation C(l; i,f) for the solu­
tion of Eq. (2.7). 

From the knowledge of the lattice Green's function 
for the monatomic lattice, one can calculate the lat­
tice Green's function for the diatomic lattice via Eq. 
(2.6) or 

G(t· . f) - g(f)c(l; i,f) (2.8) 
,l, - g(i + a)c(i + a) . 

The ratio ,g(f)/[g(i + a)cJi + a)] is gA/gBCB,gB/gACA, 
1/cB' or 1/cA' gA/gB and t are given by (2.4) and 
(2.5), respectively. For instance, whenf is on the 
sublattice A, this equation is written as follows: 

G(t; i,f) = (cACB)-1/2[(t + EB)/(t + EA)]1/2 C(t; i,f) 
(2.9) 

if i is also on the sublattice A, and 

G(t; i,f) = (1/cA)C(l; i,f) 

if i is on the other sublattice B. 

We shall define function liI (i) by 

(2.10) 

(a) COMPLEX t PLANE (b) COMPLEX t PLAN E 
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FIG. 2. (a) Complex t plane 
and (b) complex 1 plane. Solid 
lines show the branch cuts 
which we use for the trans­
formation (2.5) and (2.5'). 
The dashed lines show the 
places where the singularities 
of G(l; i,f) and C(I; iJ), res­
pectively, can occur. ~,~, 
"':1" and w2 t are defined in 
Sec.3. 
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l~(i) = g(i + a)c(i + a)l/I(i); (2.11) 

we multiply g(i) on both sides of (2.1), and then use 
Eqs. (2. 3) and (2.11). As a result, we obtain 

7if; (i) - ~ J(i, j)if; (j) = O. (2.12) 
j 

Let us assume that the lattice is a finite lattice com­
posed of N lattice sites. We introduce a function ~(i) 
which is + 1 or - 1 according as i belongs to sublat­
tice A or B. Then we can easily see that, if wk(i) is an 
eigenfunction of (2. 12) with eigenvalue w (k), then 
~(i)Wk(i) is another eigenfunction of (2.12) with eigen­
value - w(k); a proof is given in the Appendix. In or­
der to cover all the eigenfunctions, we use N/2 labels 
k and + and - 4: 

wk+(i) = wk(i), wkji) = ~(i)Wk(i), 

w(k ±) = ± w(k). 

We assume thatwk±(i) is normalized unity: 

6Iw k ±(i)12 = 1. 
i 

Without loss of generality, we assume that 

w(k) 2: O. 

(2. 13) 

(2.14) 

(2.15) 

Substituting these sets of the eigenfunction and eigen­
values into (2.3) or (2.5) and (2.11), we see that (2.1) 
is satisfied for 

t = w(k ±), l/I(i) = wk±(i). (2.16) 

Here 

w(k ±) =- ~(EA + EB) ± H(EA - EB)2 + 4CA CBW(k)2]1/2, 

(2.17) 

(2.18) 

where 

cfJ+(k ±) = cl/2/lw(k ±) + EA11/2 ± cl/2/ Iw(k ±) + EBI1/2, 

cfJ_(k ±) = c1/2 /lw(k ±) + EA11/2 'f cl/2/lw(k ±) + EBI1/2, 

(2.19) 

When (2.18) is derived, the upper signs of (2.4) and 
(2.5) are used for 7 = w (k+) and the lower signs for 
7 = w(kJ. 

In terms of the eigenvalues w (k ±) and the eigenfunc­
tions wk±(i) of Eq. (2.1), the lattice Green's function 
satisfying (2.2) is expressed as follows: 

G(t; i,f) = 6' ~ {wkj(i)wtj(J)/[1 - w(kj)]}, (2.20) 
k }-± 

where the prime over the summation sign means that 
the summation with respect to k is taken over N/2 
labels. When t = s - iTJ with a real s and an infinite­
simal positive number 7), the imaginary part of this 
expression gives 

ImG(s - i7); i,f) = 1T6' 6 o(s - w(kj)) wkj(i)wtj(f). 
k }~± (2.21) 

By putting i = f and summing over i, we confirm that 
the level denSity per atom p(s) is evaluated by 

p(s) = (1/1T) Im(1/N)6G(S -i1j;i,i). 
i 

(2.22) 

By using (2. 8) or (2.9), one writes this as follows: 

p(s} = (1/1T) Im[(1/N)(1/cAcBl)6[S + E(i + a)] c(l; i, i)], 
i 

(2.23) 
where 

T = [(s - iT] + EA)(S - iT] + EB)/CACB]1/2. 

If the lattice is a regular lattice composed of two equi­
valent sublattices, c(l; i, i) are the same for alllat­
tice sites i, and (2.23) reduces to 

p(s) = (1/ 21T) Im[{[(s + EA) + (s + EB)]ICACBt} C(7; i, i)]. 
(2.24) 

For the regular lattices, the numerical calculation of 
C(l; i,f) has been intensively discussed in a number 
of recent papers of the present authors' group. Those 
methods are useful for complex values of 7. In parti­
cular' if the level density is of interest, an extensive 
tableS is available for the values at the origin of the 
lattice Green's function c(l; i, i). The Chebyshev in­
terpolation formulas provided in the table will be use­
ful for the s.c. lattice. For the square and bcc lat­
tices, the expression in terms of the complete elliptic 
integral of the first kind6 is very convenient for the 
calculation of C(l; i, i) for the complex values as well 
as for the real values of 7. 
In Secs. 4 and 5 curves for the lattice Green's function 
G(s - iT]; i, i) for those lattices are given. For that cal­
culation, C(7; i, i) for pure imaginary 7 is required. 
That calculation for the b.c.c.lattice is performed 
with the aid of the formula in terms of the complete 
elliptic integral of the first kind. 6 For the case of the 
sc lattice, the formula which expresses c(i; i, i) as a 
definite integral of a complete elliptic integral of the 
first kind 7 is used. It has been pointed out that the 
applicability of the formula to complex 7 is warranted 
by the analyticity of the function. 7 

3. ANALYTIC PROPERTIES 

We assume here that all the positive eigenvalues w(k) 
of the monatomic lattice are between ~ and ~: 

(3.1) 

Then w(k ±) given by (2.17) takes values from "'2- to 
~_ and from wl+ to "-'2+: 

~ + :5 W (k+) :s "'2+, 

"-'2- :5 w (kJ :5 wl_' 

where 

(3.2) 

(3.3) 

Note that - EA :5 ~+ and w1 _ :5 - EB ; cf. Fig. 2. For 
the regular linear, square, honeycomb,s.c., b.c.c., and 
diamond lattices, ~ = 0 and hence • 

(3.4) 

By (2.21), G(s - iT]; i,f) is real except for these two 
ranges: 
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ImG(s - iT/; i,j) = 0 

if s < w2-, or W:t- < s < W1 +, or w2+ < s. 

This fact can be confirmed by (2. 8) or (2. 9) and 
(2.10), considering th~t G(l; i,j) is r~al_for l > w2 and 
r < - w2 and - ~ < t < wI and that G(t; i,j) for pure 
imaginary values of 1 is pure imaginary if i and / be­
long to the same sublattice and real if i and / are on 
different sublattices. These properties of c(l; i,/) are 
easily confirmed with the aid of formula (All) given in 
the Appendix. As a result, we have an energy gap from 
W:t- to wI +, which include the range from - EB to - EA' 
Thus we conclude that there always occurs an energy 
gap for the alternating lattice if EA '" E B' 

When i and / are on different sublattices, we have the 
following symmetry relation: 

G(-i(EA + EB ) +t';i,j) = G(-i(EA + EB) -t'ii,j) 

= G(- i (EA + EB) - t'*; i,j)*, 
(3.5) 

which is obtained by substituting (All) into (2. 10). 
follows from this relation that the real and imaginary 
parts of the function G(s - iT/; i,j) are symmetric and 
antisymmetric, respectively, around s = - i(EA + EB ) 

for an arbitrary value of T/i cf. the argument in the 
last paragraph of the Appendix for the monatomic lat­
tice. If i and / are on the same sublattice, we have a 
factor which is not symmetric around s =- (E A + EB )/ 

2; cf. (2.9). What we have for this case is a relation 
of the function for i and / both on the sublattice A 
and that for i and / both on the sublattice B: 

G(- i(EA + EB) + t'; i,j) 

= -G(-i(EA + EB)-t';i + a,j+ a) 

= - G(- i(EA + EB) - t'*; i + a,j + a)*. (3.6) 

This relation is obtained by substituting (All) into 
(2.9). It follows from this relation that the imaginary 
part of G(-i(EA + EB) + t';i,j) for i and/both on 
the sublattice A is equal to the imaginary part of 
G(- i (EA + EB) - t'; i,j) for i and / both on the sub­
lattice B. Their real parts are of different sign. This 
property is observed in Figs. 3 ~ 4 when (a) and (b) in 
each figure are compared. 

The singularities of G(t; i,j) occur due to the critical 
points of the spectrum (2.17) of the diatomic lattice. 
The critical points of the spectrum w (k ±) are deter­
mined by the k which make the first derivative of 
(2. 17) with respect to k to zero 

aW(k±) -0 
aka -, 

for all components k a. of wave vector k. The critical 
points are called "degenerate" or "nondegenerate," 
according as the determinant of the Hessian of the 
spectrum is zero or not. 

The first derivative of w(k±) is given by 

aW(k±) 2CACBW(k)aw(k)/aka. 

----a;;: = ± [(EA - EB)2 + 4C
A

CBW(k)2]1/2' 
(3.7) 

This expression is zero either when 

(3.8) 
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or when 

w(k) = O. (3.9) 

The critical points determined by (3. 8) have their 
counterpart for the monatomic lattice. The critical 
points due to (3.9) are new. 

If (3.9) is not satisfied at a critical pOint determined 
by (3.8), the corresponding singular behavior is simi-
1ar to the behavior of the monatomic lattice due to 
the same critical point. This fact can be easily seen 
by writing the expression for the determinant of the 
Hessian. If those critical points are nondegenerate, 
the singular behaviors due to these are easily obtain­
ed with the aid of the general formulas which were 
recently given by the present authors. S Such is the 
case for the linear, square, and sc regular lattice. 

If ~, which is the minimum value of w(k), is zero, we 
have the critical points satisfying (3.9). The singular 
pOints due to them occur at t = - EA and - EB as seen 
from (2.17). When w(k) = 0, determinant of the 
Hessian is given by 

(3.10) 

which is zero except for the one-dimensional lattice, 
and we have degenerate critical points for two- and 
three-dimensional lattices. In general, we expect the 
higher singular behaviors for degenerate critical 
pOints than for nondegenerate critical points, in so far 
as any cancellation does not occur.s When (2.18) is 
substituted in (2.20), we expect such a behavior for 
each of four terms. When i and/ are on different sub­
lattices, the coefficients cancel at the critical points. 
Thus the leading term of the singular behavior will 
cancel out. In fact, if we use (2.10) and calculate the 
singularity of G(t; i,j) from the behavior of GCl; i,j) 
around 7 = 0, we find that G(t; i, f) is analytic both at 
7 = - EA and - EB except when C(7;i,j) itselfissingu­
lar at r = 0; in fact, this occurs for the square and 
bcc lattices. When both i and / are on the same sub­
lattice, say A, a cancellation occurs at t = - EB • These 
cancellations correspond to the fact that all the atoms 
on the sublattice A are at rest at t = - EB and those 
on the sublattice B are at rest at t = - EA' From 
(2.9), we find that the singular behavior is given by 
(t + EB)I/2 at t "'" - E B beside the singular behaviors 
of the corresponding monatomic lattice; d. Figs. 3 and 
4(a), (b). In Fig.3, - w2 = - 3.0 and - 1. 5 corres­
pond to t = - EB and - EM respectively, etc. 

When both i and / are on the same sublattice A, any 
cancellation does not occur at t = - EA' The singular 
behavior obtained by (2.9) is 

G(t; i,j) "'" [(EB - EA)/c A CB Jl/2 e(7; i ,f) (t + EA)-1I2 

(3.11) 
where 

l"'" [(EB - EA )/CA CBF/2(t + EA)I/2 • (3.12) 

Here (s - iT/ + EA)I/2 = - i..J - s - E A if t = s - iT/ 
and s < - EA and T/ is an infinitesimal positive num­
ber. As 1 tends to zero, the monatomic lattice Green's 
function e(7; i,j) is regular and finite for the linear, 
rectangular (but not square), orthorhombic (including 
sc) lattices. For the square and bcc lattices, l = 0 
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FIG.3. The lattice Green's function G(~ w2; i, i) for 
the s.c. diatomic lattice. G AA and GBB in (a) and (b) 
denote G(- w2 ; i, i) for the cases when i is on the 
sublattices A and B, respectively. R and I asso­
ciated with curves denote the real and imaginary 
part, respectively. The imaginary part in (c) repre­
sents 7rp(w 2 ), where p(w 2 ) is the level density of the 
system. 
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FIG.4. The lattice Green's function G(- «;2; i, i) for the bcc diatomic lattice. 

is a singular point of C(l; i,j), and G(t; i,j) involves 
that singular behavior. The singular behaviors of 
C(s - il1; i, i) are as follows: 

Square lattice: 

t;::: S - il1 and s is real. As s tends to zero, 

G(s - il1; i, i) = 2 + (i/rr) lnts + 0(s2). (3.13) 

t == is and s is real. As s tends to zero, 

G(is;i,i) == (i/rr) lnts + 0(s2). (3.14) 

bcc lattice: 

l == s - il1 and s is real. As s tends to zero,6, 9, 10 

G(s - il1; i, i) 

= - (2/rr) lnts + i[(2/rr2)(lni s )2 -~] + 0(s2). 

(3.15) 

l == is and s is real. As s tends to zero, 

C(is; i, i) = - i (2/rr2)(lnis)2 + O(s). (3.16) 

The singular behaviors for the case when both i and f 
are on the sublattice B are obtained from the above 
results with the aid of the symmetry properties of the 
Green's function discussed generally in the paragraph 
involving Eq. (3. 6). 

As mentioned above, the critical point corresponding 
to w (k) = 0 is nondegenerate for the one-dimensional 
lattice. In a similar way to the cancellations discus­
sed above for the two- and three-dimensional lattices, 
the singular behavior (t + CA)-1/2 or (t + CB)-1/2 for 
the nondegenerate critical pointS is cancelled both at 
t = - cA and - cB for the case when i and! are on dif-
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f erent sublattices and at t = - EB when i and! are both 
on the sublattice A and at t = - EA when i and fare 
both on the sublattice B. 

4. LATTICE VIBRATION 

In this section we consider the lattice vibration of 
regular diatomic lattices. The masses at the lattice 
site on the sublattice A and Bare m A and mB' respec­
tively. Then the equation of the motion is given by 

(-m(i)w 2 + Jo(i))u(i) - 'EJ(i,j)u(j) = 0, 

where 
j 

4.0 ...---,,---,..----,..---,----, 

3.0 

2.0 

1.0 

0 

-1.0 

-2.0 

-3.0 

I 

t (GAA + Gee) 

SQUARE 

me 
J = 0.5 

50 

-4.0 L-_--1I __ ...L. __ '--_--L __ ~ 

(4. 1) 

FIG. 5. The average of the lattice Green's function G(- w 2 ; i, i) for the 
the site i on the sub lattices A and B, for the square diatomic lattice. 
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Jo(i) = 'EJ(i,j). 
j 

We assume that the value of Jo(i) depends only on the 
sublattice on which i is situated. We denote the value 
as JA or JB according as i is on the sublattice A or B. 
We write this as follows 

(_w2 + m~i)Jo(i») u(i) - m~i)1J(i,j)U(j) = 0 (4.2) 

and define the lattice Green's function G(i,j) by 

(- w2 + l(.)Jo(i») G(i,j) - ~(.)'EJ(i,j) m z m Z j 

2.0 

1.0 

-1.0 

-2.0 

x G(j,j) = 0ij. (4.3) 

(a) 
4.0 r-----..-..---r--.r-.,-----,...-----, 
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I 

2.0 

-2.0 

I 2'(GAA + Gaa ) 

TETRAGONAL 

Jx = Jy = 0.5 

Jz = 0.25 

-3.0 L-_.....L....JL..._..L...-~---l.. __ _'___--J 

(c) 

t (GAA+ Gaa) 

TETRAGONAL 

-3.0 L-_-'-_---I'--_..L..-_--L._---1 __ ...L-_--'--...J 

Applying the argument in Sec. 2, one has 

G(- w2; i,j) = ([g(j)m(i + a)]/g(i + a)} G(t; i,j), (4.4) 

where 

gA = mA(- mBw
2 

+ JB)1/2 (4.5) 
gB mB -mAw2 + JA 

and 

In the convention we adopted for the branch, we use 
positive square root when w2 is smaller than JA/mA 
and JB/mB. When w 2 is larger than both JB/mB and 

(b) 
4.0 r--.,--T'T--..,.--.---,---,---,----, 

3.0 

2.0 

-2.0 

I 

t (GAA + Gaa ) 

TETRAGONAL 

J x = J y = 0.5 

Jz = 0.75 
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(d) 
3.0 r---.~-.------r--._---,---_r_-__... 
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i(GAA+ GBa) 
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FIG.6. The average of the lattice Green's function G(- ,,-.2; i, i) for the site i on the sublattices 
A and B, for the tetragonal diatomic lattice of various anisotropy constants. 
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JA/mA, t is equal to the negative of the square root. 
Equation (4.4) for the case when f is on the sublattice 
A is given by 

(
-m w2 + J )1/2 2.' _ 13 B - •. G(- w ,l,f) - mA C(t,l,f) 
-mA w 2 + JA 

(4.7) 

if i is also on the sublattice A, and by 

G(- w 2; i,f) = mA C(l; i,f) (4.8) 

if i is on the other sublattice B. 

The expression (2.22) of the level density reads as 
follows for the present case: 

p(w 2) = (lin) Im(l/N)L;G(- w 2 - iT/; i, i). (4.9) 
i 

This equation (4.9) is well known for the monatomic 
lattice. We adopted Eq. (4.3) as the definition of the 
lattice Green's function so as to keep the property 
(4.9) for the diatomic lattice. Maradudin et al.3 intro­
duced the delta function on the right-hand side of (4.1) 
in introducing the lattice Green's function. By their 
definition, Eq. (4.9) does not hold. With the aid of (4.7), 
(4.9) is written as follows: 

p(w 2) = (mAmB /21T) Im[{[ - (m A + mB )w 2 + J A + JB ]/t} 
x C(E;i,i)ll. (4.10) 

Figures 3 and 4 show [(a) and (b)] the real and imagi­
nary parts of G(- w2 - iT/; i, i) for the cases when i is 
on the sublattice A and B, respectively, and (c) their 
average of which imaginary part is equal to lTp(W 2), 
for the sc and bec lattices. It is noted that the 
curves of (b) are obtained from those of (a) by an in­
version or a reflection at w2 = H(l/mA) + (l/mB)] J o, 
where J ° = JA = JB • As a result, the curves of (c) have 
the same symmetries around the same value of w2 • 

The graphs for the square and tetragonal lattices are 
given in Figs. 5 and 6 only for the average of 
G(- w 2 - iT/; i, i). 

5. ELECTRON CONDUCTION 

In the simplified treatment of electron conduction, 
one considers only one Wannier state associated to 
each lattice site and assume that the transfer integral 
from site to site is nonzero only between nearest 
neighbors. 11 In such a system, one meets with the lat­
tice Green's function satisfying the following equa­
tion11: 

(- E + E(i»G(i,f) - L;J(i,j)G(j,f) = oil' (5.1) 
j 

This equation is identified with Eq. (2.1) by taking 

t = - E and c (i) = 1. (5.2) 

G(i,f) is now calculated by (2.8) with (2.4) and (2.5). 

An example of the curve of G(- E; i, i) obtained for i 
on the sublattice B is given in Fig. 7. G (- E; i, i) for i 
on the sublattice A is obtained from the one for the 
sublattice B by the symmetry property given in Sec. 3. 
Note a similarity of the graph with a corresponding 
graph given by Fig. 3 (b) for the lattice vibration pro­
blem. 
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FIG. 7. The lattice Green's function G(- E: i, i) for the site 
i on the sublattice B, for the sc diatomic lattice. 

6. ONE IMPURITY PROBLEM 

In this section, we investigate the eigenvalue problem 
of the diatomic lattice when one impurity is substi­
tuted in place of a site. Let the site occupied by the 
impurity be ith site. We assume that only the value of 
E(i) is affected by the impurity. The eigenvalue pro­
blem is 

[t + E(j)]tfi(j) - c(j)l;J(j,j')~(j') = OJ./~'Etfi(i). (6.1) 
J' 

With the aid of the lattice Green's function G(t; i,f) 
defined by (2.2), this equation is solved as follows: 

l/I(j) = DoEG(t; j, i)tfi(i). (6.2) 

By putting j = i, we have the following dispersion re­
lation determining the eigenvalue t: 

G(t; i, i) = (1/ DoE). (6.3) 

As discussed in Sec. 3, G(t; i, i) is real when t > w2+' 
t < w2_, and ~_ < t < wl+' If t > w2 t> we have a loca­
lized state as a solution of (6.3) when DoE is positive 
and greater than a threshold value G(w2 +; i, i)-1. If 
t < ""2-, a localized state occurs when DoE is negative 
and smaller than G(""2_; i, i)-l. We notice in the 
curves given in the preceding sections that G(t; i, i) 
takes values from - OCJ to 0 and from 0 to + OCJ between 
the two bands (~_ < t < ~ +) according as i is on the 
sublattice B and A, respectively. As a result, the loca­
lized state always occurs in this range of energy, if 
DoE is negative and i is on the sublattice B or if DoE is 
positive and i is on the sublattice A. 

For the problem of lattice vibration investigated in 
Sec. 4, the above discussion applies if the impurity is 
isotopic. DoE is then replaced by Domw2/m(i) == - i\.w 2 

where Dom is equal to the impurity mass m' minus 
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FIG. 8. The frequency of the localized state for the one-impurity problems of the diatomic lattices. 

m(i). The top w L of the bands in this problem corres­
ponds to ~_. The localized state above the top of the 
band occurs when Aw2 is positive and greater than 
- G(- wi; i, i)-1 or the impurity is lighter than thres­
hold value m(i){l - [wi G(- wZ; i, i)]-1}. The localized 
state between the bands always occurs when one of 
the lighter masses is replaced by a heavier impurity, 
or one of the heavier masses is replaced by a lighter 
impurity. The frequency of the localized states is 
shown in Fig. 8 for the square, s.c., and b.c.c.lattices. 
For the case of the linear chain, this property has 
been discussed by Mazur et al. 12 

7. CONCLUSION 

It is shown that the calculation of the lattice Green's 
function for the diatomic alternating lattice is 
straightforward from the lattice Green's function for 
the corresponding monatomic lattice. Some symme­
try properties are found to exist for general mona­
tomic and diatomic alternating lattices. For the dia­
tomic lattice, a gap is found to exist if E(i) in (2.2) 
are different for two sublattices. As this gap occurs 
even when the lattice is not regular, this gives another 
example when a gap occurs for a nonregular lattice.1 3 

It has been pointed out that the localized state always 
occurs between the two bands for the linear chain, 
when one of the lighter masses is replaced by a hea­
vier impurity or when one of the heavier masses is 
replaced by a lighter impurity.12 It is found that this 
situation is the same also for the square, sc, and 
bcc lattices. The situation is compared with the 
one-impurity problem for the linear, square, and fcc 
monatomic lattices, when the localized state always 
occurs above the band when the impurity mass is 
lighter than the host atoms. It is a consequence of the 
divergence of the real part of the lattice Green's func­
tion at the top of the band. This property for the fcc 
lattice was recently noticed by one of the present 
authors,14 after the curves for the lattice Green's 
function were obtained for the fcc and bcc latti-
ces. 7,9 

APPENDIX: SYMMETRY OF THE LATTICE GREEN'S 
FUNCTION FOR THE MONATOMIC ALTERNATING 
LATTICE 
As in the text, we consider an alternating lattice com­
posed of two sublattices A and B. In this appendix, we 

discuss some of the symmetry properties which are 
valid for the monatomic case, and the notations l/J (i) 
and G(t; i,f) are used to denote the quantities for the 
monatomic lattice. The lattice is assumed to be finite. 

Amplitude l/J (i) is associated to lattice site i and is 
assumed to satisfy 

tl/J(i) - '6J(i,j)l/J(J) = o. 
j 

(Al) 

When the lattice is finite, this equation represents an 
eigenvalue problem. The lattice Green's function 
C(t; i,f) is defined by the difference equation 

tC(t;i,f) - '6J(i,j)C(t;j,f) = 0i/_ (A2) 
1 

where t is not equal to an eigenvalue of (AI). J(i, j) 
are assumed to be nonzero between pairs ofi and j 
which belong to different sublattices. 

It is proved in this appendix (a) that, if W k(i) is an ei­
genfunction of (AI) with eigenvalue w(k), A(i)wk(i) is 
another eigenfunction of (AI) with eigenvalue - w(k) 
and (b) that the Green's function C(t; i,f) satisfies the 
following symmetry property: 

C(- t; i,f) = - A(i)A(f)C(t; i,f), (A3) 

where A(i) is unity or minus unity according as i be­
longs to the sublattice A or B. In the next place it is 
further assumed that J(i, j) are real: J(i, j) = J(i, j)*. 
It is then proved (c) that 

C(t; i,f)* = C(t*; i,f). (A4) 

The symmetry properties derived from properties 
(A3) and (A4) are discussed. It is further assumed 
that J(i, j) is symmetric and proved (d) that the level 
denSity p(s) has the symmetry that 

p(- s) = pes). (A5) 

(a) W k (i) is an eigenfunction with the eigenvalue w (k) 

W(k)Wk(i) - 'EJ(i,j)wk(j) = o. 
j 

(A6) 
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We multiply - A(i) to this equation and note that 

A(i)J(i, j) := - A(j)J(i, j), (A7) 

and then we have 

-w(k)[A(i)wk(i)] - 6J(i,j)[A(j)Wk(j)]:= O. (A8) 
j 

This means that A(i)wk(i) is another eigenfunction with 
eigenvalue - w (k). 

(b) We multiply A(i)A(f) to (A2) and write it as fol­
lows: 

(- t)[ - A(i)A(f)G(t; i,j)] - L:J(i, j)[ - A(j)A(f) 
j 

x G(t; j,j)] := 6if , (A9) 

where use is made of (A7) and A(i)A(f) 6 if := 6ij' By 
comparing this equation with (A2), we identify 
- A(i)A(f)G(t; i,j) with G(- t; i,j). Thus we confirm 
(A3). 

(c) We take the complex conjugate of Eq. (A2) and have 

t*G(t;i,j)*-'L:J(i,j)G(t:j,j)*:= 6if , (AlO) 
J 

if J(i, j) is real. This equation means (A4); c/. (A2) 
which defines G(t*; i,j) for variable t*. 

By using (A3) and (A4), we have 

G(- s - i7l; i,j) := - A(i)A(f)G(s + i7l; i,j) 

:= - A(i)A(f)G(s - i7l: i,j)* 

for an arbitrary value of 71 and, hence, 

(All) 

ReG(- s - i7l; i,j) := - A(i)A(f) ReG(s - i7l; i,j) (A12) 

* On leave of absence from the Department of Applied Science, 
Faculty of Engineering, Tohoku University, Sendai, Japan. 
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ImG(- s - i7l; i,f) := Ll(i)A(f) ImG(s - i7l; i,j). (AI 3) 

(d) By virtue of the above statement (a), the set of 
eigenfunctions and eigenvalues can be expressed as 
Wk± (i) and w(k±) as follows: 

{ 

wk(i) 
wk± (i) := , 

A(i) w k (i) 

w(k±):=±w(k). 

We assume that Wk± (i) is normalized to unity 
6i IWk± (i)12 ~ 1. In terms of wk ± (i) and w(k±), 
G(t; i,j) is expressed as follows: 

G(t; i,t) := L:' 6 Wkj(i)wk/ (f) . 
. k j=± t - w (kj) 

(A14) 

(AI 5) 
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p(- s) = p(s). (AI7) 

The symmetry properties (A12) and (AI3) for differ­
ent i and / are observed in the curves drawn by 
Horiguchi15 for the sc lattice. 
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The use of operator-valued reproducing kernels is introduced in order to solve Cauchy problems, aN/at = RN. 
A series development of the solution is obtained in terms of the orthogonal functions <Pv(z) in a domain G con­
taining the spectrum of the bounded operator R. The optimal character of the approximate solution is stressed. 

1. INTRODUCTION 2. REPRODUCING KERNELS 

Reproducing kernels have been introduced in the 
mathematical literature by S. Bergman l and N. Aron­
szajn.2 Their usefulness has been demonstrated in 

A. General Properties 

the field of conformal mapping l ,3,4 of partial differen­
tial equations5 and of numerical quadrature. 6 We 
plan to show in a series of papers, of which this one 
is the first, that the reproducing kernel method can 
be applied to new fields of mathematical physics, 
provided that we extend their definition to operator 
valued kernels. Among possible applications, we 
mention the solution of the abstract Cauchy problem 
aN/at = HN with given initial condition N(O) and time­
independent operator H; perturbation theory with 
application to the Born series and variational esti­
mates of linear functionals. 

The solution of abstract Cauchy problems which is 
the subject matter of this paper (I) and its companion 
(II) is usually a formidable numerical undertaking 
whenever H is an operator in En with n > 2. 

The necessity of taking small time steps is obviated 
in the reproducing kernel method by a series solu­
tion where the time dependence is factored out as in 
the Neuman series. But although the Neuman series 
solution is rather inefficient (and incorrect asympto­
tically), the series obtained by the reproducing kernel 
method are, in sense, to be defined later (Sec. 3A) 
optimal from the point of view of convergence. 

A knowledge of the spectrum of H is essential for 
even a qualitative knowledge of the solution. We pro­
pose below a method which takes advantage of any 
knowledge of the spectrum or at least of the regions 
containing the spectrum. However the search of 
eigenvalues and eigenfunctions is avoided. 

The main characteristics of the method are sum­
marized as follows: 

analytic "time" dependence is combined with 
numerical "space" dependence; 

the whole time dependence is obtained at once and 
the solution Nrr, t) at one time can be computed 
independently of previous times; 

the large number of time steps in the conventional 
method is avoided and we have instead only a few 
(a dozen at most) time-independent problems to 
solve; 

the accuracy can be indefinitely increased without 
discarding previous results. 

We summarize in Sec. 2 the main properties of re­
producing kernels. We show next how operator valued 
kernels can be defined; the case of compact operators 
and Hermitian operators is dealt with; the choice of 
the optimal weight function associated with the repro­
dUCing kernel is shown to be closely related with the 
operator's spectrum. 

1253 

Since an extensive use of reproducing kernels will be 
made in this paper and following, it has been found 
useful to collect in this paragraph, the main proper­
ties of reproducing kernels, which are somewhat 
scattered in the llterature. l ,2 

1. Let E be an abstract set and F a linear class of 
complex-valued functions defined in E. The class F 
constitutes a Hilbert space with inner product (f, g) = 
(f(x), g(x» x' Although much of the gene ral theory 
applies without the assumption that F is separable, 
we shall for convenience make this assumption. 

The function K(x, y) of x and y in E is called a repro­
ducing kernel of F if 

(i) for every y,K(x,y), as a function of X,E: F, 

(ii) the reproducing property is verified: for every 
y E: E and every f E: F, f(y) = (f(x),K(x,y»x' 

(2. 1) 

2. The following theorem has been demonstrated by 
Aronszajn and Bergman: "F has a reproducing kernel 
K if and only if there exists, for every Yo E: E, a 
positive constant C(Yo), depending on Yo such that 

If(Yo)1 ~ C(Yo) Ilfll for allf E: F. (2.2) 

3. We can introduce a basis of orthogonal functions 
{fv} for the Hilbert space, with 

(2.3) 

The kernel function is defined in a formal manner by 

00 

K(x,y) = 6 fv(x)fv(Y) for x,y E: E. 
v=l 

(2.4) 

The definition has a meaning only if the series con­
verges. However if K(x, y) belongs to F, with pro­
perty (2. 2), the series converges. 

The following minimum problem: min(f,j) with 
f(yo) = 1,1 belonging to the closure of {Iv} has the 
solution 

(2.5) 

and the value of the minimum is 

(f,j) = 1/K(yo, Yo)' (2.6) 

4. If a reproducing kernel exists, it is unique. 

5. If the class F possesses a reprodUCing kernel 
K(x, y), every sequence {fn} which converges strongly 
to a function f in F, converges also uniformly in 
every subset in which K(x, x) is bounded. Indeed, 
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If(Y)-fn(y)l~ Ilf-fn ll(K(y,y»l/2. 

B. A Space of Entire Analytic Functions 

As a particular class F we have a class of entire 
functions of one complex variable z7 where z EO: E, 
the whole complex plane. They define a Hilbert 
space with inner product 

(J,g) = J f(z)g(z)djjz (2.7) 
with 

djjz = (1/1T)e-lzI2dwz,dwz the elementary area. 

Since7 

fez) ~ el/21z1211f II, F admits a reproducing kernel 

M(z,O = eZ
'. (2.8) 

The class of entire functions is a class for which 
(J,1) < 00. 

We may also use the class F' of functions tJ;(z) = 
e-l/2z2 fez), where f EO: F, which define a Hilbert space 
with inner product 

(l/I,cp) = J tJ;(z)(jJ(z)dJ1 z with djjz = dw z• (2.9) 

The reproducing kernel is 

(2. 10) 

C. The Space L 2 (G) 

Let G be a bounded and simply connected domain in 
the complex plane z. We define the class L 2 (G) as 
the class of holomorphic functions f(z) defined in G, 
with scalar product (J,g) = JG f(z)g(z)djjz, where 
jj(z) is a measure, and such that (J,1) < 00. 

We shall from time to time use the special case 
where djjz = dwz with dwz = dxdy. The reproducing 
kernel associated with L 2(G) and the measure J1(z) 
will be written M(z, ~). On the other hand the repro­
ducing kernel associated with L 2 (G) and the measure 
w(z) will have the distinct notation K(z, 0 on behalf of 
its greater importance. 

The importance of L 2 (G) is connected with the follow­
ing minimum problem. 

PI: Let ~ be an interior point of G and let u = 
h(z), h(~) = 0, h' (~) = 1, be the conformal mapping of 
the interior of G into the interior of a circle I u I = R. 
Let djjz = dw z • Find the function F(z) EO: L 2 (G), 
F (0 = 1, such that (F, F) is minimum. 

The solution is F 0 (z) where 

u = h(z) = f F o (v)dv. (2.11) 

The Bergman kernel is given by 

(2.12) 

Property (2.4) may be rewritten in the following 
mannerl: let {<Pu (z)} be a closed system of orthogo­
nal functions, which belongs to L 2 (G), with (<Pu, <PJ.l) = 
{j~, then the series 
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(2. 13) 

converges uniformly and absolutely in any closed 
domain which is entirely in G, to the reproducing 
kernel M(z, ~). The kernel is analytic in z, ~ EO: G. 
We have the reproducing property, 

f(~) :::;:: fa M(z,Oj(z)djjz for f EO: L 2 (G). (2.14) 

For the special case where djjz = dw z, the repro­
ducing kernel may be written as 

K(z,O = (lin) [h'(z)h'W]/[1- h(z)h(~)]2. (2.15) 

It is therefore independent of the choice of the {<Pu}. 
It is easily seen that since h' (z) ¢ 0 because h (z) is a 
one to one mapping,K(z,~) cannot have zeroes for 
z,~ EO: G. 

Let us note, however, that the value of M(z,~) de­
pends not only of the domain G, but also of the mea­
sure jj(z), Le., of the definition of the inner product. 

D. The Space L 2 (C) 

Let C be the boundary of the closed bounded domain 
G defined in 2C. We assume that C is an analytic 
curve. We define the class L 2 (C) as the class of 
holomorphic functions fj,z) defined over C + G, with 
inner product (J,g) = Jc f(z)g(z)djjzp where jj(z) is a 
measure, and such that (J,f) < 00. The reproducing 
kernel associate~d with L 2 (C) and the measure jj(z) 
will be written M(z, n. The reproducing kernel asso­
ciated with L2 (C) and the special case djjz :::;:: ds 
where ds = I dz I is the line element will have the 
distinct notation K (z, ~). When djjz = ds, the space 
L 2 (C) is connected with the following problem. 

P2: Let ~ be an interior point of G and let u = 
h(z), h(~) = 0, h'(~) = 1 be the conformal mapping of 
the interior point of G into the interior of a Circle 
u = R. Find the function F(z) EO: L 2 (C), F(O = 1 such 
that (F, F) is minimum, ~ EO: C. The solution is 

~ (dh)l/2 F 0 (z) = dz ,where 
(z ~ 

u = h(z) = J~ F5(v)dv. 
(2. 16) 

The Szego kernel is given by 

(2. 17) 

Property (2.4) may be reWritten in the following 
mannerl: Let {¢v(z)} be a closed system of orthogo­
nal analytic functions which are regular in G + C and 
belong to L 2 (C), with (¢v, ¢J.l) = (j~, then the series 

00 

M(z,~) = V~l ¢u(z)¢u(~) (2.18) 

converges uniformly and absolutely for z, ~ in any 
closed subdomain of G to the reproducing kernel 
M(z, ~). We have the reproducing property, 

f(~) = 1 M(z, ~)f(z)djjz for f EO: L 2(C). (2.19) 
c 

Since F5(z) = Fo(z), we have 
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[K(z, Ol/K(~, ~))2 = K(z, ~)/K(~, ~), (2. 20) 

which yields a useful relation between the Bergman 
and the Szego kernl1 valid for simply connected 
domains G. Since G\FO(z)\2dw z = 1TR2 and 
k\Fo(z)\2ds = 21TR, 

41T(K(Z, ~)2 = K(z, 0 (2.21) 
and 

K(Z,~) = (1/21T)v'h'(z)h'(0 {1/[1- h(z)h(~m. (2.22) 

E. Miscellaneous Properties 

Let Fn be the class of polynomials of degree at most 
n and let us assume that Fn is a subclass of the class 
L 2 (G) defined in 3C. This is certainly possible for 
dp.z = dw z' although it may not be possible for 
arbitrary p.(z). We can restrict therefore the {<p I/(z)} 
to orthogonal polynomials. We define the partial 
reproducing kernel 

00 

Mn(z, 0 = ~ <Pu(z)~ 
v=O 

(2. 23) 

associated with the class F n' which projects functions 
f E L 2 (G) withFn c L 2 (G) into the subspace F n.2 The 
partial reproducing kernel Mn(z, ~) converges uni­
formly and absolutely to M(z,~) as n --j 00 provided 
that F n C L 2 (G) for all n. Completely similar pro­
perti-es are obtained for the partial reproducing ker­
nel Mn (z,~) associated with F n C L 2(C). We can ex­
tend the definition of the partial reproducing kernel 
by simply truncating the sum in (2.13) for an arbi­
trary closed system of orthogonal functions which 
belong to L 2 (G). However we note that if M(z, 0 de­
pends only upon G and the metric associated with G, 
i.e., dp.z' the partial reproducing kernel is not unique 
and depends also on the choice of <Pu(z). 

A simple relation between M(z,~) and K(z,~) may be 
obtained in case dp.z = \p (z) \2dw z' where p (z) is a 
regular, single-valued analytiC function in G + C 
which does not vanish in G + C. Iff(z) EO L 2 (G), 

~ M(z, ~)\P(z)\2f(z)dwz =f(O. (2. 24) 

Since p (z) '}! 0 in G + C, any function of L 2 (G) with 
dJl(z) = du.'z can be brought in the formp(z)f(z) where 
f(z) EO L 2(G) associated with dllz = \P(z)\2dw z and 
therefore 

,~ P (OM(z, ~) p (z )[p (z )f(z) ]dw z = P (~)f(~) (2. 25) 

which yields 

K(z,~) =P(z)P(OM(z, ~). (2. 26) 

The same relation is obtained for the class L 2 (C),8 
with dll z = Ip(z)1 2ds, 

K(z,~) =P(z)P(~)M(z, O. 

3. SOLUTION OF A CAUCHY PROBLEM 

A. Operator-Valued Reproducing Kernels 

(2. 27) 

(a) We have the abstract Cauchy problem: to find 
N(t), a solution of 

aN =HN 
at 

where initial condition N(O) is given. 

(3.1) 

We assume that H is bounded and defined everywhere 
(and therefore closed), independent of t, with range 
and domain in a Hilbert space JC. 

More precisely we assume (i) H is bounded and de­
fined everwhere (ii) IIRA(H)\I .s const/i\.- w for 
real i\. > w, for some real number w. 

Then H is the infinitesimal generator of a strongly 
continuous semigroup T(t) such that IIT(t)11 < Ce wt • 

The solution of (3.1) is unique and given by9 

N(t) = T(t)N(O) (3.2) 

for any vector N(O). Condition (i) will be satisfied if 
the halfplane Rei\. > w lies in the resolvent set of H, 
which is the complementary set of the spectrum a(H). 

(b) Let F(H) be the class of complex-valued func­
tions f such that (i) the domain of definition 6. (f) is 
an open set of the complex plane which Gontains a(H). 
(ii) f is analytiC at each point of 6.(f). 

Since H is bounded, it is possible to select a bounded 
simply connected domain G such that 6.(f) C G. Let 
G' be a simply connected domain such that a(H) C G' 
and 0' C 6. (f), the boundary B(G') is a closed recti­
fiable Jordan curve. 

We define the function f(H) by the Dunford-Taylor 
integral 

f(H)=_1 J )f(A)RA(H)dA. 
21Ti + B (G' 

(3.3) 

(c) We can define the reproducing kernel K(z,~) 
associated with the domain G for the class L2 (G). 

For fixed z E G, K(z, ~) is a bounded regular analytic 
function of ~ E G' provided G' is a subdomain en­
tirely in G; otherwise K(z, ~) may not be defined. 
Therefore for fixed z EO G, K(z, ~) is a function of 
~(~ EO 0'), which belongs to F(H), and 

K(z, H) = -21. f K(z, i\.)R A (H)di\.. 
1Tt +B(G') 

(3.4) 

Similarly, 

Kn(z,H) =-2
1

. f Kn(z,i\.)RA(H)di\., (3.5) 
1Tt +B(G') 

Kn (z, H) converges to K (z, H) in the uniform topology 
of operators. 9 We can define Similarly <Pu(H). 

(d) Let f(z) = K(z,H)N(O) for z EO G, which is a vec­
tor-valued function of z, defined in the Hilbert space 
JC. Let {Xk} be a complete set of elements of JC. 
Then if we write the inner product in JC by (x, y) to 
avoid confusion with the inner product in L 2 (G), 

Since (xk,R,,(H)N(O» is a bounded function of i\ for 
i\ EO B (G' ), the integral is a regular single-valued 
function of z for z EO G. 

In order to prove that (x",j(z» belongs to L 2 (G) with 
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measure dJ.1. z = dw z , we evaluate the norm. Let 
fk(z) = (xk,!(z» andgk(~) = (xk,R)...{J:l)N(O»; 

(f (z) f (z» =_1_ (dw J d~ J d~' 
k 'k (21T)2 'C z +B(G') +B(G') 

X K(z, ~)K(z, A')gk(X)gk(X'). (3.7) 

By Fubini's theorem and using the reproducing pro­
perty, 

(fk(z),!k(z» = (2~)2 t(C') dX t(C') d~' 
x K(~', ~)gk(~)gk(~'). (3.8) 

Since gk(X), gk(~')' K(~, X') are bounded for X, X' E 

B (G') (which is entirely in G) and since B (G) is rec­
tifiable, Ilfk(z) II < 00 andfk(z) belongs to L 2 (G) asso­
ciated with dJ.1.z = dw z. Each component of the vector­
valued function f(z) being in L? (G) we may speak, for 
short of "functions" f(z) in L 2 lG), and apply all pro­
perties of Sec. 2. 

For p t/- G, we know that 1/(P - z) belongs to L 2 (G) for 
dJ.1.z = dw z • 

Therefore, 

F(P) = (l/(P - z),!(z» (3.9) 

exists and is a vector-valued function of P in Hilbert 
space :Ie. 

Therefore, 

F(p) = (_l_,K(Z,H)N(O») = 1 dw z _1 __ 1 
P - z C P - z 21Ti 

xJ )K(z,X)RI-.(H)N(O)dX. (3.10) 
+B(C' 

By means of Fubini theorem: 

F(p) =_1 J RI-.(H)N(O)d~ J K(z,X) dw z 21Ti +B(C') C P - z 

= _1 J R {!f)N(O)~. (3.11) 
27Ti +B(C') I-. P _ ~ 

Since 1/ (p - X) belongs to .the class F(H) for P E G', 
the last integral is Rp (H)N(O). 

(e) As is well known from semigroup theory, 

T(t)N(O) = _1 J ( ) ePtRp (H)N(O)dp. 
21Ti +B G' 

(3. 12) 

Substituting (3. 10) into (3.12), 

T(t)N(O) = _1 J ePtdp 1 K(z,H)N(O) dw z • (3.13) 
21Ti +B(C') C P - z 

Again by Fubini's theorem, 

r -- 1 1 ept 
T(t)N(O) = J~c K(z,H)N(O)dw z -. B(C) -- dz 

21TZ + , P - z 
(3.14) 

or 

N(t) = 1 e zt K(z,H)N(O)dw z = (ezt,K(z,H)N(O». 
C (3. 15) 

Equation (3. 15) is the main result of this paper. 
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Although we have used everywhere the space L2 (G) 
with dJ.1. z = dw z , all results derived so far in Sec. 3 
are valid for the reproducing kernel M(z, H). 

Therefore we can write 

N(t) = 1 e ztM(z,H)N(O)dJ.1. • 
C z 

(3. 16) 

Substituting (2. 13) in (3. 16), 

N(t) = 6 ¢v(H)N(O) 1 e zt¢v(z)dJ.1.z> 
v C 

(3. 17) 

which yields a useful and efficient algorithm, as we 
shall see later. An interesting feature is the large 
freedom in the choice of G and J.1.z. 

It can be easily seen that a similar result is obtained 
for Szego kernels, Le., 

(3.18) 

B. The Optimum Filtration 

We shall solve the problem of the optimal choice of 
G and J.1.(z) for two important cases: 

(a) H is a bounded self-adjoint operator, 

(b) H is a normal compa~t operator. 

1. H is a Bounded Self-Adjoint Operator 

Let 0)... be the family of projectors associated with H. 
The resolution of the identity is wriUen12 

M 
Hx = fm Xd0I-.X • (3.19) 

Let us assume for simplicity that the spectrum is 
purely continuous. The generalization to a mixed 
spectrum is obvious. 

There exists a finite or infinite system of elements 
fk(~) = 01-.Yk E :Ie such that, if tlf(~) =f({3) - f(a), 

for k ;c 1, (a) (tl0)...Yk' tl0)JYk) = 0 

(b) (tl0I-.Yk' tl0)JYk) = 0 if intervals tl I-. and tl)J do 
not overlap, 

(c) the elements tlJ,.(~) for k = 1,2, ... and for all 
intervals tll-. form a complete system in :Ie. 

Then 

is a nondecreasing function of A. 

We have 

° Y = 6 r d<y, &I-.Yk) d01-. Yk 
)J k rn dPk(A) 

(3.20) 
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Therefore 

N(t) = 1 eztdlJ.z ~ f: M(z,-X)uk(-X)dfk(-X). (3.24) 
G k 

Let us consider a family of approximate reproducing 
kernels Mn(z, O,n = 1,2, ... , which is so far arbi­
trary, except that Mn (z, 0 belongs to L 2 (G) and con­
verges uniformly in z, ~ E G to M(z, ~), as n -7 00. 
We define, correspondingly, approximate solutions 
of (3.1) by 

Nn(t) = .£ eztdllz ~ fM Mn(z,-X)uk(-X)dfk(-X). (3.25) 
G k m 

The uniform convergence of Mn (z, X) to M(z, X) en­
tails the uniform convergence of N n (t) to N(t). The 
error is 

Applying Schwarz inequality, 

However, 

(dfk(X), dfl (Il) = (d8)Jk' d8,,!l) 

Therefore 

= 616(X - IJ.) (d8)Jk(X), d8.Jk(X) 

= 616 (X - lJ.)dPk(X), 

h(z) =~ IM(z,-X)-Mn (z,x)1 2 Iuk(x)1 2dPk(X), 
k 

Since 

~ lu
k

(X)1 2dPk(X) = ~ d(N, 8"Yk)d(N, 8"Yk) 
k k dPk 

= (N(O), d8"N(0), 

(3. 26) 

(3. 29) 

(3.30) 

(3. 31) 

IIN(t) -N (t)112 ~ 1 e2tRe11dlJ. J dlJ. JM IM(z X) 
n ·G 11 G z m ' 

Mn (z, -X) being so far arbitrary, we assume that 
Mn (z, X) E L 2 (G). 

(3.32) 

The best approximation will be obtained as a two 
step procedure: First minimize 

M 

L~(z) = fm IM(z,-X)-Mn(z,-x)12(N,d8"N) 

for a given z, and then minimize 

I n = J L~ (z)dlJ.z. 
G 

(3.33) 

(3.34) 

If we had used the Szego kernel instead of the Berg­
man kernel, Le., Eq. (3.18) instead of (3.16), we would 
have to minimize I n = J L~ (z)dlJ.z. 

c 

2. H is a Compact and Normal Operator 

We shall assume that the eigenvalues are simple. 
The resolution of the identity is written 

(3.35) 

where P k is the eigenprojection associated with -X k. 

Let N(O) be developed in terms of the complete set of 
eigenvectors l/Ik' 

Since 

M(z,H)N(O) = ~ M(z, Xk)Ukl/lk, 
k 

(3. 36) 

(3. 37) 

the same reasoning as in b, leads to the minimization 
of 

with 

or 

J = J L~(z)dlJ.z 
n G 

L~(z) =~ IM(z,Xk)-Mn(z,-Xk)12IukI2 
k 

L~(z) = ~ IM(z,X)-Mn(z,x)12p(X)dw" 
with 

p(-X) = ~ lukI26(-X - Xk ). 
k 

(3. 38) 

(3. 39) 

(3. 40) 

We introduce now the superscripts G and R to dlJ.~, 
dlJ.~ to emphasize the corresponding measures. 

We can summarize both cases by 

(3.41) 

with the optimal choice obtained from 

minJn= min.~dlJ.~ ~ IM(z,-X)-Mn(z,-x)12dlJ.~ 
;= min J dlJ.GL (z), (3.42) G z n 

where R is given, as well as dlJ.~. 0l!...the other hand, 
we have the freedom to choose G ::J R, the metric 
dll~, as well as Mn (z, X) c L2(G), for z E G and X E R. 
The reproducing kernel M(z, X) is determined as soon 
as G and dlJ.~ are fixed. In case of an Hermitian 
operator, dll~ degenerates into a one-dimensional 
measure. 

3. Choice of the Optimal Reproducing Kernel 

We shall assume we have a family of bounded do­
mains G n , with 

such that the norm associated with L2(Gn ) is a mono­
tone function of n, Le., 

IlfliG ~ IlfliG . 
n n-l 

(3. 43) 

Obviously iff E L 2 (Gn ), then f E L 2 (Gn - 1 ). We in­
troduce now the following extremum problem. 

P3: Let G andR C Gi,i = 1,2,···. 

Let CPn (z) be a regular single-valued function such 
that 

IICPn IIR = 1, II = 1,2, ... ,n, 
and 

(3. 44) 
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minllcpnllG' 

Bergman has shown1 that the set {CPn}, n = 0, 1, ... 
is orthogonal over R, and also over G. It is closed 
with respect to L2 (G) but not necessarily so for 
L 2 (R). This will be the case if R is bounded by a 
finite number of distinct Jordan curves and the inner 
region of R is such that it separates no point of 
G - R from the boundary of G. We can always 
choose G and R in this way. 

We have IICPn II~ = kn > 1, the inequality resulting 
from the norm monotonicity. The set {cpJ is unique. 
We have also the dual problem, 

II !/In IIG = 1, (!/In' !/In-u)G = 0, 11 = 1,2"", n 
(3. 45) 

and max II !/In Ilw We have CPn = !/Inki;/2 and II !/In II~ = 
1/kn < 1. We define Ilfll~ by llf(z)12 dl-t~ and 
Ilflli by ..k If(z)12dl-t~. A sufficient condition for the 
norm mQ.notonicity is dl-t~ < dl-t~ almost everywhere 
for Z EO R. 

Let {¢u} be a closed system of orthogonal functions 
over G, Le., 

(3. 46) 

We have the uniformly convergent development 

Z,A EO G. (3.47) 

We choose now Mn (z, A) to be in L2 (G); we can write 
therefore 

n 
Mn (z, A) = "6 ak(A)¢k(z), 

k=O 

(3. 48) 

Exchanging the order of integration by means of 
Fubini theorem, we minimize first 

(3. 49) 

for a given A EO Ii. By a classical theorem, 6 the 
minimum is obtained for the Fourier coefficient: 

(3. 50) 

Therefore 

I n = J d!1~~(A,A)- t l<P k (A)12) 
R '\ k=O 

= 1 dl-t~ ~ 1<P,,(A)12. 
R "=n+l 

(3. 51) 

We turn now to the problem of finding the best set 
{<Pu}. Since 

n 

J = i dl-t~ M(A, A) - ~ II <p"I\~, (3. 52) 
n R k=O 

we have to maximize the sum. Indeed JR d/-L~M(A, A) 
is dependent only upon the choice, already made of 
G,R, dl-t~, d/-L~. If we want that for each value of n the 
approximate solution be optimal, we must minimize 
I n sequentially, Le., find <Pn such that 

and 
(<P n, <P1l ) = o~, n;, /-L 

maxll<Pnlli = 1/kn • 

(3. 53) 

(3. 54) 

This is precisely problem P3 and therefore the best 
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set {<Pu} is the unique set of functions simultaneously 
orthogonal over G and R. 

The explicit expressions for the reproducing kernels 
associated with L 2 (G) and L 2 (R-) can be written 
down10 ; 

from which we obtain 
00 1 

I n = "6 -<(Xl. 
u=n+l ku 

(3.55) 

(3. 56) 

(3. 57) 

We conclude that the best approximate solution N n (t) 
is obtained for Mn(Z, A) which is the partial repro­
ducing kernel associated with a given domain G, a 
measure d/-L~ and the unique set of orthogonal func­
tions over G and R, with their respective metric. 

Two remarks are in order. 

(1) The measure df.l~ is only roughly known, if at all. 

(2) It is difficult to evaluate doubly orthogonal func­
tions. Moreover ¢u(H) cannot be easily evaluated for 
numerical purposes unless ¢u is a polynomial. How­
ever, except for special forms of df.l~, the ¢u will not 
be polynomials. 

Obviously a simplification is needed, at the expense 
of the condition of optimality we have derived. If G 
is "close" to R, as well as dll~ is "close" to dll~, a 
set of orthogonal polynomials over G, will be 
"almost" orthogonal over R. The departure from 
optimality is a function, albeit unknown to us, of the 
closeness of the domains and their associated mea­
sure. This departure must be tempered anyway by 
the fact that dJ.J.~ may be grossly inaccurate. We sub­
mit therefore that the best approximation Mn (z,~) be 
constructed in the following way: 

(a) Select a bounded domain G :J R; 
(b) Select dll~ close to dill} and construct {<Pv(Z)} as 
the unique set of orthogonal polynomials associated 
to dll~. 

The important fact is that, although Mn (z, ~) may not 
be strictly optimal, it is still a partial reproducing 
kernel and its uniform convergence to M(z,~) en­
sures that N n (t) converges to N(t). 

It is not allowed to let G ~ R with d/-L~ -) d/-L~, other­
wise kv ~ 1 and In --7 ce. Although the preceding 
analysis is limited to Bergman kernels it is easy to 
see that is also valid for Szego kernels. Moreover 
in some particular cases to be examined in the fol­
lowing paper, there are polynomials which are ortho­
gonal not only over a pair G, R but over a family of 
domains, of which G, R are samples. 

We return now to the case of a compact and normal 
operator, and let us assume that eigenvalues A k are 
known. We write therefore 

(3.58) 

Let us select G arbitrary as long as ReG and d/-LK = 
adl-t~, a> 1. 

The common set of orthogonal functions for G and R 
is a set of finite orthogonal polynomials {p s (A)}. The 
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orthogonality relation is 

" L \ ° /12 P s (A z) P k (A-z) == a ~. (3.59) 
Z=l 

Obviously 

Ps (A) == ¢s (A) == a 1/2tP s (A), 

We shall prove that 

M*(Ak,Az) == IOkI2M(Ak,A[) == at. (3.60) 

Although this is easily proved for real A k by means 
of the Darboux-Christoffel relation for finite ortho­
gonal polynomials, it is not any more possible to use 
this relation for complex A k' We obtain from (3. 59) 
and (3.60) 

n n 

~ IM*(Au Az)12 + ~ ~ 1 M*(Az, Am)\2 == n. 
[=1 m""Z Z=1 

(3.61) 

Moreover 
n n n 
~ M*(A1,A z) == ~ ~ IO)2IPs (A z)12 ==n. (3.62) 
1=1 1=1 s=1 

Therefore the M*(A 1 , A1 ) satisfy the relations 
n 
6 1 M * (A u AI) 12 :'S n, 
Z= 1 

1 S. Bergman, The Kernel Function and Conformal Mapping 
(Amer. Math. Soc., Providence R.I., 1950). 

2 N.Aronszajn,Trans.Amer.Math.Soc.68 (1950). 
3 D. Gaier, Konslruktiue Melhoden der konformen Abbildung 

(Springer, Berlin, 1964). 
4 Z. Nehari, Conformal Mapping (McGraw-Hill, New York, 1952). 
5 S.Bergman and M.Schiffer.Kernel Functiorls and Elliptic Dif­

ferential Equations in Mathematical Physics (AcademiC, New 
York 1953). 

n 
6 M*(A z, AI) = n. (3.63) 
Z=1 

The only positive values which satisfy (3. 63) are 
M* (All AI) = 1 and therefore, by (3.61), 

(3. 64) 

Therefore 

Nn(t) = t 0ktPk 1 eztMn(z,Ak)dlJ~ 
k=1 G n 

= 6 0ktPkeAkt, (3.65) 
k e 1 

which is of course the expected result. This shows, 
incidentally, the connection between the reproducing 
kernel method and the conjugate gradient method11 

which will be examined with more details in the fol­
lowing paper. 
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analytic functions could be used to solve abstract 
Cauchy problems aN/at = HN. Many practical prob­
lems remain to be solved before using Eq. (I. 3. 16) 
(Paper I, Eq. (3. 16)] for instance. We show first in 
Secs. 1A-1C how various scattered results of Szego 
and Walsh can be used to generate polynomials ortho­
gonal in the complex plane. Of central importance is 
the conformal mapping function of a domain G con­
taining the operator's spectrum upon the unit circle. 
This mapping function allows to use the Sheffer poly­
nomial representation, which gives an explicit solu­
tion of the Cauchy problem (Sec. 2A). The use of 
polynomials orthogonal on a family C.,. allows simi-
1arly explicit solution for the case where C.,. is an 
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gate gradient method of Hestenes and Stiefel. 2 

1. CONSTRUCTION OF ORTHOGONAL FUNCTIONS 

A. Construction of Orthogonal Functions on G', from 
a Set Orthogonal on G 

The method of construction of orthogonal functions on 
a domain G or a curve C can be found in many text­
books (see, for instance, Refs. 3, 4). 

Once orthogonal functions have been built for a given 
domain G, it is easy to build orthogonal functions for 
a domain G' if the conformal representation of G' 
upon G is known. 

For instance, let {<Pv (z)} be a complete orthogonal 
system on a bounded, simply connected domain G, Le., 
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assume that g(u) and its inverse function h(z) are 
univalent. The functions ¢v(g(u»g'(u) form a com­
plete orthogonal system in G'. 

Indeed 

f
G

, ¢v( g(u»g'(u)¢v (g(u»g'(u)dwu 

dg 2 
= J ¢u(z)¢,,(z)/-j dwu 

G' ,. du 

= fG ¢v (z)¢1' (z)dwz = o~. (1.1) 

Similarly the functions <Pv(g(u»g'l/2(u) form a com­
plete orthonormal system on the boundary C' of G' if 
{$v(z)} form a complete orthonormal system on the 
boundary C of G. 

Indeed 
-----

J :i:. (g(u»g'1/2(u)$ (g(u»g'l/2(u) Idu I 
c,~v i' 

= J $u(z)$I'(z) / dgll'ldU I 
c, du 

(1. 2) 

If the original set is orthogonal with respect to a 
weight function w(z), the new one (in G') is associated 
with a weight function w[g(u)]. For instance let 
z = g(u) be the conformal representation of G' upon 
the unit circle, which is the only one which is general­
ly known explicitly, if at all. Since 
{¢u (z)} = {v'(v + l)/1T' z u} is an orthogonal set in G the 

set {J(v + l)/1Tgv (u)g'(u)} is orthogonal in G' with 
weight function unity. 

Similarly, (l/V21T) gU (u)'1/2 g' 1/2(u) is orthogonal on the 
boundary C' of G with weight function unity. 

B. A Problem of Szego: Polynomials Orthogonal on 
a Family of Curves 

The following problem has been defined and solved 
by Szego. 5 

To determine all Jordan curves C and all analytic 
functions D(z) regular and nonvanishing outside C, 
z = 00 inclusive, possessing the following property. 
Let C be a level curve in the conformal mapping of 
the r:gion exterior to C into the region exterior to 
the circle I wi = ra' the two points at infinity c~rres­
ponding to each other. The orthogonal polynomials 
Pa(z),P1 (z), • •• , associated with Cr and with the 
weight function I D(z) 12 are independent of r for 
r > r a' In other words it is required that 

1. ID(z)1 2Pk(Z)Pz(z)ldzl=0, k~l, r>ra• cr 

There are five categories 

1. Cr : I z I = r, r> 0, 

D(z) = 1; 

The polynomials are Pk (z) = z k (unnormalized). 

2. Cr : I z I = r, r> 1, 

D(z) = 1/(1 - z-n); 

The polynomials are 

A (z) = Z k, O:s k < n, 

Ph (z) = z k -n (zn - 1), k ? n. 

J. Math. Phys., Vol. 13, No.8, August 1n2 

3. Cr : confocal ellipses with foci ±1 

D(z) = [~(1 - l/w)]ct[ t(1 + l/w)]fJ, a = {3 = ~, 
2z = w + l/w, Iwl = r? 1; 

the polynomials are 

Pk (z) = (w k+1 - W-(k+1»/(w - w-1). 

If we let w = eiO , z = cose, Pk (z) = (sin(k + l)e/sine) 
= Uk (cose) = Uk(z), which are Tchebycheff poly­
nomials of the second kind with 

ID(z)12 = ~sine = ~v'1-=Z2. 
4. Same as 3 with 

a=~,{3=-~, 

ID(z) 12 = tane/2, Pk(Z) = [sin(k + ~)e]/sine/2 
= U2k+1 (cose/2) = U2k+1 (,1(1 + z)/2), r = 1 

= (wk+1/2 - w-(k+1/2»/(w1/2 - w-1/2), r > 1. 

5. Same as 3 with a = (3 = -~, 

ID(z)12 =_2_ = 2 , 
sine ..; 1 - z2 

Pk(z) = coske = Tk(cose) = Tk(z), r = 1 

= ~(Wk + w- k), r> 1, 

i.e., Tchebycheff polynomials of the first kind. 

All three polynomials are in fact Jacobi polynomials 
(See Ref. 5, p. 59). 

C. Polynomials Orthogonal on a Family Cr and in a 
Domain G 

Under which conditions polynomials orthogonal on 
the boundary C of G are also orthogonal in G? 

Let u = u(z) be the conformal representation of the 
interior of G upon the interior of the annulus G': 
1 .,,; u.,,; p. We have the following equalities (Walsh6 ) 

f
G

, A(z )PkPI(z )dS(u) 

= rP 
dr r A(z(u»Pk(Z(U»PI(z(u» I du I J1 Jlul~r 

j
dU

I 

_ 

= J,P dr 1 .4.(z) - Pk(Z)PI(z)ldzl, 
1 ZEC r dz 

(1. 3) 

where C is the equipotential curve such that if 
z E Cn I u(z) I = r, 1 .,,; r"'; p (see Fig. 1) and A(z) a 
positive function. 

We have also 2 

dUj J A(Z)Pk(z)PZ(z)j-d d~ (z) = fG,A(z)Pk(z)Pz(z)dS(u). 
G z (1. 4) 

Accordingly, polynomials P k(Z) are orthogonal in G 
relatively to the weight function A(z) Idu/dz 12 when 

u z 

FIG. 1. 
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they are orthogonal, on every line Cr , 1 :s r :s p, 
relati vely to the weight function A(z) I du/ dz I. 
We state this property in the following way: If u = u(z) 
is the conformal representation of G on the annulus 
G":I:s lui :spandif{Pk(z)} is an orthogonal poly­
nomial system on every Cr : 1 :s r :s p relatively to 
the weight function ID(z) 12 , then {Pk(Z)} is orthogonal 
in G relatively to the weight function 1 D(z) 12 1 du/ dz I. 

The reciprocal is true. 

We are led back to the problem of finding polynomi­
als orthogonal on a family of curves. If the normal-
ization is such that J

G
, A(z) IPk(z) 12dS = 1, and if 

F(r) = J
ZEC 

A(z)I~~llpk(Z)12Idzl, (1.5) 
r 

then p h F(r)dr = 1. 

This method allows (under circumstances described 
in Sec. lC) to reduce the integration to one on par­
ticular curve of the family (for instance a segment 
of the real axis) where it is easily performed. 

2. EXPLICIT SOLUTIONS OF A CAUCHY PROBLEM 

A. Use of the Conformal Representation of a Domain 
G' upon the Unit Circle 

The evaluation of the mth order approximation to the 
Cauchy problem 

aN = HN (3.1) of I 
at 

is given by Eq. (I. 3. 18), 

N(t) = J e,t M(~,H)N(O)d~ c, 
with dJ..L, = 1 d~l, M being the Szego kernel associated 
with the boundary C' of G. Let z = 1/1(~) be the map­
ping function of G' upon the unit circle. Therefore, 

N(t) = 1- ~ J tl/1I(OI/-'1/2(O 
211 v=O 

X [1/1 V(H)1/I'l/2(H)]N(0)e' t 1 d~ I. (2.1) 

In order to evaluate the integral of (2. 1) we may 
introduce the Sheffer polynomial representation which 
is a particular case of the generalized Appell poly­
nomial representation introduced by Boas and Buck.7 

Let 00 

A(1/I)etg(~) = :B 1/Inpn(f), (2.2) 
n=O 

where 1/1 and f are complex variables. Let A (1/1) and 
g(1/I) have the following Taylor expansion, 

"" 
A(1/I) =:B an 1/In, Go ~ 0, 

n~O 

00 

g(I/-) = :B gn1/ln, g1 ~ 0, 
n=1 

(2.3) 

(2.4) 

We assume that A(1/I) and g(1/I) are regular for 1/1 E G 
and that g(1/I) is also univalent in the same domain. 

Then, as shown by Boas and Buck, (2.2) is convergent 
for 1/1 inside the greatest open disk contained in G. 
In this case G is the unit circle and (2.2) is conver­
gent in the open disk: 11/11 < 1. 
The explicit representation of the polynomial Pn (t) is 

n ti 
Pn(t) =:6 - B. 

j=o j! J,n 
(2.5) 

with 
B _.:B a g, a 

j,n - ko kl'''k:! •• '~. , 
J 

(2.6) 

where the summation extends over all sets of j + 1 
nonnegative integers k such that ko + kl + ... + kj = n. 

Since g(z) is regular,g'(z) is also regular and g'(z) ~ 
o since the derivative of an univalent function does not 
vanish. Therefore if we choose A(z) = g'1/2(z) with 
the positive branch, A(z) is regular if 1 z 1 < I, and 
1/ A(z) is bounded in the same domain. Let ~ = g(z) = 
g(I/-(~» be the inverse mapping function of G' upon Gj 
we can for simplicity choose ~ = 0 to correspond to 
z = O. Therefore 

00 

en = etg(~) = :B 1/In (OI/-'1/2(~)Pn<f). (2.7) 
n~O 

Substituting (2. 7) into (2. 1), we obtain 

N(t) = ~ ~ Pn(f)[1/Iv(H)1/I'1/2(H)N(0)] 1-
11=0 n=O 211 

Xfc};V(~)~'1/2(~)1/in (~)1/1'1/2(~) Id~l, (2.8) 

i.e., because of (2. 2), 
00 

N(t) = :B Pn (t)[1/In (H)1/I'1/2(H)N(0)]. 
n=O 

(2.9) 

If g(O) ~ 0, 
00 

N(t)= etg(O):B P,,(f)[1/In(H)1/I'1/2(H)N(0)]. (2.10) 
n=O 

Let us select as an examplp. z = 1/1(~) = (a~ + b)/ 
(c~ + d), the conformal representation of a circle G' 
upon the unit circle G. We have 

d1/l 
t. with t. = ad - bc. 

d~ (c~ + d)2 

Therefore 

d1/l- b (dg) 1/2 ~ 
~ = g(1/I) = -- and A (1/1) = - = --. 

a - C 1/1 d1/I a - C1/I 
We have the following identities: (2.11) 

... '6, (_ac.)n, an =(i t. (c)n 
l!n = ac \a (2. 12) 

~ (t.)j (cjn . = - - - P(n,J) 
a ac a (2. 13) 

with P(n, j) = (;) . (2.14) 

Therefore 

P
n 

(f) = i; ~ (a~) j P(n, j) (%\ n ,J:, 
i.e., 

or 

j=O J. j 
(2.15) 

Eo [(H + ~r (H + %) -(n+1) N(O)] 

x L (-~ t\ (2.16) 
n ac 'j 

t. -Et N(t)=-e a 
ac 

(2.17) 

where Ln (x) is the Laguerre polynomial of ordsr 
zero and 

An = (H + b/a)n(H + d/c)-(n+l)N(O) 
i.e., 

(H + d/ c)An = (H + b/ a)An-V 

(2.18) 

(H + d/ c)Ao = N(O). (2.19) 
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It would have been easier, of course, to use the generat­
ing function for the Laguerre polynomials 

co 

(1 - lj;)- (1+),,) e l (l/J,jd) = L:; L~A) (t) lj;n, L~O)(t) == Ln (t); 
n=O 

(2.20) 

but we have given this example to show all details of 
calculation by the general method. 

If c -'> 0, we have 

N(t) = e-(b/a)1 n~ (H + %) n N(O) ~~, (2.21) 

which is the Neuman series solution of the Cauchy 
problem. 

The use of (2.17) and the study of its convergence, as 
well as the choice of b/ a and d/ c have been done pre­
viously.s 

B. Use of Polynomials Orthogonal on a Family CT 

Let us use the solution (1. 3. 16) with a Bergman 
kernel associated with 

dJ.lz = w(z)d2;(z) (2.22) 

where w(z) is a positive function 

We furnish the domain G with a slit which ObvIOusly 
does not affect (I. 3. 16) because it is of zero measure. 
However, this is necessary if we wish to use the con­
formal mapping of G (with a slit) on the annulus Gil. 
With the notation of Fig. 1, 

N(t) = I w(z )M (z ,H)N(O)e Z I d z;(z) 
G 

=} w(z)M(z, H)N(O)e zl 1 dz 12 dS(u) 
Gil du 

= f dr I w(z)e Z I 1 dz 1

2M(z, H)N(O) 1 du I. (2.23) 
1 lul=T du 

We expand M(z, ~) in terms of complete set of poly­
nomials Pn (z) orthonormal in G relativity to the 
weight function w(z), i.e., 

(2. 24) 

Let us assume also that the polynomials Pn (z) are 
also orthogonal on every line Cr defined in Sec. 1 C . 

Then 

N(t)= I; Pn(H)N(0)i1
P
drJ w(z)eZlldZlpn(z)ldZI. 

n=O zE cr du (2.25) 

Since e zl is L2 (G) for a given t, z E G, the develop­
ment 

00 

e zl = L:; fn(t)Pn(z) (2.26) 
n=O 

is uniformly convergent. The evaluation of In (t) may 
however not be easy. 

We define 

I eZIPn(z)ldZlw(z)ldzl =J;,(r, t) 
zCCr du 

(2.27) 

and I dZ l
2 2 F(r)=j, w(z)- !Pn(z)!·!du!. 

n lul=r du 
(2.28) 

j
.P 

The normalization (2.24) gives 1 Fn (r)dr = 1. Sub-
stitution of (2.26) into (2.27) gives J;, (r, t) = J;, (t)Fn (r) 
and substitution into (2. 25) gives 
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N(t) = fPn(H)N(O)J;,(t) J/Fn(r)dr 
n=O 

ClO 

= L:; Pn (H)N(O)J;, (f). (2.29) 
n=O 

Therefore, 

k(l) = i ZECr eZI~(z)I~:lw(z)ldZII 

x}z E c,.l Pn (z) 121 ~~ 1 w(z)· 1 dz I. (2.30) 

Since J,. (t) is independent of r, otherwise the develop­
ment (2. 26) of eZ I would not be unique, we can evaluate 
(2.30) on a particular line Cro where the integrations 
are easy to perform. 

Example 1: G is the interior of an ellipse with 
real foci. 

Let us assume that the spectrum of H lies in an 
ellipse G whose foci are -A 1 and -A2 (real numbers, 
with H either a bounded self-adjoint operator or a 
normal compact operator (See I, Sec. 3B). As a par­
ticular case we have of course the real interval 
(-;\1,-A2)' Let 

u = (2z + A1 + A2)/(A2 - A1 ), T = [(A2 - A1 )/2]t 

and therefore zt = UT - [(A1 + A2 )/(A2 - A1 )]T when­
ever z E [- A1'- ;\2]' U E [- 1,1]. 

We shall use an expansion formula given by Erdelyi,9 
00 (g)n 1 

cp(a, C,UT) = L:; - 2F1(- n,g + n, c,u) 
,,=0 (g + n)n n! 

x cp(a + n,g + 2u + 1, T), (2.31) 

where g is an arbitrary real number, and cp the con­
fluent hypergeometric function. 

Since cp(a, a, UT) = eUT, we obtain after some transfor­
mations 

00 r(n + a + (3 + 1) 6 p,,(a.i3)(1 - 2u)(- T)n 
n=Q r(2n + a + (3 + 1) 

x cp(n + a + 1, 2n + a + (3 + 2, T), (2.32) 

where a = a - 1 and {3 = g - a are arbitrary real 
numbers (a, (3 > - 1) and p,,(a.i3) (1 - 2u) is a Jacobi 
polynomial. We let Cr be the ellipses confocal with 
(- 1, 1) in the u plane. 

We have eUT = e Te- 2r(1-u)/2 and 

r(n + a + (3 + 1) p(a.i3)(U)(2T)n 

r(2n + a + (3 + 1) n 

x cp(n + a + 1, 2n + 0: + (3 + 2, - 2T). 

The normalization is given by 

L~ IPn(a.I3)(u) 12(1 - u)a(1 + u)13 du = h~a.l3) 
r(n + a + 1) r(n + (3 + 1) 2a+I3+1 

r(2n + a + (3 + 2) 2n + a + {3 + 1 

and 

(2.33) 

(2.34) 

We can choose as level line Cro the segment (- 1, 1) 
and we have necessarily a, [3 = ± 1/2 in order to have 
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orthogonality on every ellipse Cr , with foci (- 1,1), 
by virtue of Sec. 1 C . 

Consequently, 

N(t) == e-A1t i3 r(n + a + (3 + 1) 
n=O r(2n + a + (3 + 1) 

x <p(n + a + 1, 2n + a + {3 + 2, (A1 - A2) t) 

x [(A _ A )t]np(a,tl) (~ + Al + A2) N(O). 
1 2 Ie A -A A-A 

2 1 2 1 (2.35) 

Using Kummer equation <p(a, c, x) == eX <p(c - G, C, - x), 
we have the alternate representation 

~ r(n + a + (3 + 1) 
N(t) == e- A2 t LJ 

. n=O r(2n + a + (3 + 1) 

x <p(n + {3 + 1, 2n + a + {3 + 2, (A2 - A1 )t) 

It must be recalled that the best choice for a, {3 
should be dictated by the best approximation of 
11- ul a 11 + ul B to the "eigenvalue distribution",as 
described in Sec. 3B3 (Paper I). We can now give the 
explicit forms to the solution for a, j3 == ± ~. 

From ( )( 1~ 
In(x) == f n!) e-x<p(n + t, 2n + 1, 2x), 

the modified Bessel function of the first kind 

T (x) == £ 22n pH/2,-1/2)(X) 
n (2n!) n , 

the Tchebycheff polynomial of the first kind 

(n + 1)!2 
U (x) == 22n+1p(1/2,1/2)(x) 

n (2n + I)! n , 

the Tchebycheff polynomial of the second kind, 

we obtain 

N(t) == 2 6 Tn -- + 1 2 N(O) 00 (2H A+A) 

n=O A2 - A1 "2 - "1 

or 

0',/3 == - t 
(2.36) 

N(t) == 6 Un + 1 2 N(O) QQ (2H A + A~ 
n=O "2 - A1 A2 - A 

a {3-+.!. 
, - 2' (2.37) 

The mixed case does not involve particular special 
functions. Although formulas (2.35) or (2.35') are 
valid for a, {3 == ± t when G is an ellipse, they are 
valid for all values of a and {3 when spectrum is real 
and contained in the interval (- 1, 1) because Jacobi 
polynomials are orthogonal on this interval. The 
problem of the validity of (2.35) outside (- 1, 1) for 
arbitrary values of a and (3 will be examined later. 

The important point that should be stressed is that 
(2.35) yields a practical algorithm because of the 
recurrence relation for the orthogonal polynomials 
Pn(a,B)(z). Although there is no general recurrence 

relation available for orthogonal polynomials in the 
complex plane, we can use, of course, the recurrence 
relation for the classical orthogonal polynomials 
when they happen to be also orthogonal in a complex 
domain. 

In this case, 

x <p(n + a + 1, 2n + a + {3 + 2, (A1 - A2)t)An 
(2.38) 

with 
(2n + Q + {3 + 1 )(2n + a t {3) 

A == -----------
n 2n(n + a + {3) 

( 
2 A1 + A2) 

X H +--- An -1 
A2 - A1 A2 - A1 

(2n + a + {3 - 1)(0'2 - (32) 
+ An-1 

2n(n + a + (3)(2n + a + (3 - 2) 
(2.39) 

(n +0' -1)(n + {3 + 1)(2n + 0'+ {3) 
- A n - 2 , n > 1, 

n(n + a + {3)(2n + a + {3 - 2) 

AO = N(O), A1 == ~(a + (3 - 2) 

x (_2_ H + A1 + A2\"T(0) + t(a - {3)N(O). 
A2 - A1 A2 - AJ' 

The fact that the An can be generated recursively is 
of great importance as well as the fact that N(t) can 
be evaluated numerically for definite values of t with­
out the usual necessity of taking small time steps to 
evaluate N(t) for all previous values of t. 

It should be remarked that the confluent hypergeo­
metric function can itself be computed by means of 
a recurrence relation although it may not be the best 
method from the point of view of roundoff. 10 

It might be suggested by (2.31) that Eq. (2.35) has a 
general validity independently of the value of a, {3. 

This can be easily shown by means of the classical 
expansion formulall : 

1 00 2 --- == ~ -- (q + 1)B(q -l)aPn(a,B)(u)QJa,B)(q) 
q - u n=O h (a,B) 

n (2.40) 

valid for a, (3 > - 1, where u lies inside and q outside 
an ellipse with foci at ± 1. 
From 
2(q + 1)B(q _l)aQ~a.B)(q) 

1 p (a,/3)(s) 
== J (1 - s)o.(l + s)/3 n ds (2.41) 

-1 q - S ' 

we obtain 
1 00 1 

-=2) 
q - u n=O hJo., B) 

f
l (1 - s)"(1 + s)Bp(a,/3)(s)p(CL·i>l(u)ds 

x n n . (2.42) 
-1 q - s 

We define 
22 + Al + "2 2v + "1 + "2 

U == S == -----=---....-:.. 
A2 - Al 

2p + Al + A2 
q== 

A2 - Al 
(2.43) 
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Therefore 

_1_ = 13 ~ r 2 J ex+8+1 j-AI (11.1 + V)a(A2 + V)8 

P - Z n=O hn LA2 - 11.1 -A2 P - v 

( )( 2Z+A1+A2~ ()(2V+A1+A2~ X P,. a,B P,. ex,B dv 
11.2 - 11.1 11.2 - A1 

(2.44) 

is an expansion valid for p outside, and Z inside an 
ellipse of foci (11.1'11.2 ) which yields after integrating 
on a Bromwich contour enclosing the ellipse 

2 ex+8+1 co 1 ,A 

e zt = ~ - J I (A - V)a(V - A )13 
(11.1 - A2)a+8+1 n=O hn A2 1 2 

X e-vtPn(ex,I3>(2V - 11.1 - A2J P
n
(a,J3)(2Z -11.1 - A2\ dv 

11.1 - A2 I A1 - A2 7 
(2.45) 

valid for Z in an ellipse with foci at (- A1' - 11.2 ), 
Using the reproducing property for the analytic func-

tion Pn(a,J3)(2V - A1 - A2) E L2(G}, we obtain finally, 
A1 - 11.2 

after substitution of (2.45) into (2.23), 

A 2a+I3+1 co e- vt 
N(t) - J 1 ~ - (A1 - v)ex(v - A2)8 

- A2 (A1 - A2)ex+I3+1 n=O hn 

XPn(a,8)(~V - 11.1 - A~ Pn(ex , 13> ('2H - 11.1 - A2)N(0)dV. 
\ A1 - 11.2 ) A1 - A2 

(2.46) 

We have therefore an alternate description of (I. 3. 34) 
and it can be shown by means of the integral repre­
sentation of the hypergeometric function that they are 
fully equivalent. Although (2.46) is valid for values 
of a, (3 > - 1, we have lost one important property: 
When the development is truncated, it is no more 
optimum in the sense of Sec. 3. Therefore the con­
vergent properties may be affected and the accuracy 
may be lower. 

Example 2: The ellipse of Example 1 degenerates 
into a parabola. 

It does not mean, however, that the spectrum of H 
fills the parabola: Assumptions of example 1 are 
unchanged. We take the limit of (2.46) for 11.2 -700: 

The ellipse degenerates into a parabola. 

Let us take {3/A2 = y. If {3 <- 00, the limit of N (t) is 
undefined. We shall assume that (3 -7 00 with I' a fixed 
positive number. 

Since 
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lim [r(z + a) _ zal= 0 
2--+ CO r(Z) ], 

(2.48) 

2a+8+1 r(n + 1) 
lim -- = ya+1, 
e--+co At1hn r(n + a + 1) 

(2.49) 

we have also 

lim Pn(a,B)[1 - (2x/{3)] == LJa)(x). 
13'" co 

(2. 50) 

Therefore 

lim p(a,{3>(I-[(2V-A1 )Y/{3])pCcx,S) 
l3"'co n 1 _ (A1y/{3) n 

x (1 + [(2H + 11.1 )1' /(3]) 
1 - (A1y/{3) 

== L~a)«v - 11.1)1')' L~a) (-(H + 11.1 )1') (2.51) 

and 

lim [(V/A2)- 1]1:\ == (_ l)a+1 e y( AI-V). (2.52) 
S-->co [(A1/A2)-I]a+{3+1 

Since 
A ~ (I') a+1 ex+1 Y(A 1-v}-vt 

N(t) == 1 I lim L.J - (- 1) e 
co s'" co n=O {3 

r(n + 1)(2n + a + (3 + 1) x------------------__ 
r(n + a + l)(n + {3 + I)-a 

X (11.1 - v)aL~a)(y(v - A1»·L~a)(-(H + A1)y)Ndv, 

(2. 53) 

l co (» _ r(a + n + 1) (p - l)n 
saLnex (s e psds == , 

o r(n + 1) pa+n+1 

Rea> - 1, Rep> 0, (2. 54) 

we have 
co t n 

N(t) == ya+1 e- Al t 6 L(a)(- y(H + Al»N(O), 
n=O (t + y)n+a+1 n 

(2.55) 

which be obtained also formally from the generating 
function for Laguerre polynomials. The recurrence 
relations are given by 

co tn 
N(t)==ya+1 e- A/6 An, 

n=O (t + y)n+a+1 
(2. 56) 

(n + I)An+1 == (2n + a + I)An + y(H + A1)An 
-(n + 0!)An -1 , n ~ 1, 

A1 == (a + I)Ao + y(H + A1 )Ao, 

Ao == N(O). (2.57) 

It should be remarked that if the order of truncation 
is fixed beforehand, the sum (2.55) may be evaluated 
"in reverse" by a nested procedure, which is stable 
for roundoff. 10 

C. Finite Orthogonal Polynomials on a Real 
Interval C 

When the operator is bounded and Hermitian, with its 
spectrum on a finite segment R(m,M) of the real 
axis, we can write the resolvent operator, using 
(I. 2. 18) and (I. 3. 18 ) 

Rp(H) == ~ cJ»H) fG :v~~ d Il~, P ¢. G, (2.58) 
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where G is a bounded domain with the real interval 
R (m, M) in its interior. As shown in Sec. 3B3 (Paper 
I), if the operator is compact, 

diJ.f = Z IOkI26(A - Ak) dwA, (1.3.58) 
k 

we may select G :=J if and choose diJ.?,. as close as 
possible to diJ.f. We shall therefore write for the 
approximate resolvent operator in this case, Eq. 
(2.58) with 

N 

diJ.~ = Z Clk 6(z - ak)ldzl, (2. 59) 
k=l 

where we have substituted the one-dimensional mea­
sure, 6(z - ak) being the usual Dirac function [and 
not the two-d-imensional definition as in (I. 3. 58)]. The 
a

k 
are approximations of the Ak and the Cl k of the 

1 Ok 12. However, in general, we shall write 

(2.60) 

where diJ.z is a one-dimensional measure approximat­
ing diJ.f = (N, d SAN) (see I. 3. 33) and where the in­
tegral is a line integral along the real segment R. 

If we define the moments cn = J~ zn diJ.z ~and Pkn the 
kth zero of the orthogonal polynomials <Pn (z) associ-
ated with d/lz, i.e., k ¢n(z)¢,;(z)d/lz = 6{[" we have 

from the general theory of orthogonal polynomials11 : 

J~ 
R P - z 

N {3 
= lim Z kN 

N .... co k =1 P - PkN 
However, for the particular choice diJ.z == diJ. ~ , the set 
of orthogonal polynomials is finite and Cl k = {3 kN, a k = PkN 
where (3kN are the Christoffel numbers. 

The orthogonality relation is 

(2.61) 

A second "orthogonality" relation derived from the 
Christoffel-Darboux equation 

¢N+1 (Z)¢N(P) - ¢N+l (P)¢N(P) 

z-P (2.62) 
gives 

N~ ~ 6Zk 
Z <Pi (a k )<Pi(t1z) = - , 
i=O (3kN 

(2. 63) 

which is a finite closure relation. 

Obviously, only the numbers <Pi(ak ), i = 0,1,2, ... , N, 
k = 1,2, ... ,N are needed to evaluate (2.58). They 
are obtained from the three-term recurrence 

~n (ak ) = (An ak + En )¢n-1 (ak ) - en ¢n-2(ak ), 

and the orthogonality relation (2.61) yields 
N 

Z Clkak¢~-l(ak)' 
k=1 

(2.64) 

(2.65) 

-£ O/kak [(ak + En) ¢n-l (a k) 
k=l ,- An 

1 

- - <pn-2 (ak ) <Pn-1 (a k )· 
en ~ j ~ 
An 

Since <PN(ak ) = 0, the recurrence stops at il = N. 
Consequently, we obtain from (2.60) 

Rp(H)N(O) = i ¢v(H)N(O)(¢)P) ~N(P) - Pv (P~ (2.66) 
u=o <PN(P) ') 

(2.67) 

(2.68) 

because 

PN(a k ) = J d/lz 

¢'tv(ak ) C z - ak 

(2.69) 

Equation (2.68) is nothing but the result of a Gaussian 
quadrature, as could be foreseen. 

In case the {ak} = {a1' ••• , aN} is the spectrum of the 
Hermitian matrix H, the orthogonality relation gives 
the expected result, 

N 

N(t) = Z az1/lz Z Z ¢u(l1z) ¢U(a,,}{3kN e
akt 

I u =0 k 

= ZOz1/lzcazt , (2.70) 
z 

where 

H1/Iz = l1z1/lz and a z = (1/11' N(O». 

D. General Procedure for Real Intervals 

The procedure to be followed in the case of a real 
spectrum is stated below. 

1. Evaluate the gross behavior of the solution (say, 
exponential decay with a constant approximately 
known). 

2. Select a nondecreasing function /l(z) such that 
J e zt diJ.z approximates as closely as possible the 
gross behavior of the solution. 

3. (a) If iJ.{z) is continuous, and is the weight function 
of a classical orthogonal polynomial, the 13k and a k 

are known and tabulated. Therefore we choose an 
origin and a scale such that the greatest ak' i.e., a1 
which commands the asymptotic behavior, approxi­
mates as closely as possible the greatest eigenvalue. 
However, the others Ok cannot in general coincide, 
not even approximately, with the eigenvalues. This is 
a disadvantage not shared by other methods (see 
Sec. 3B2, 3B3, Paper I). However a notable advantage 
is that Eq. (2.68) can be written at once, the ¢N (a k ) 

being computed by recurrence by means of (2.64) the 
{3kN == Cl k and ak being known in advance. However 
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the order N of approximation must be fixed before­
hand and if N is changed the whole work must be 
done again, a disadvantage not shared by other 
methods (see Sec. 3B3, Paper I and Sec. 1). 

(b) If J.l.(z) is continuous, and is not the weight func­
tion of a classical orthogonal polynomial two different 
courses are open. 

We proceed as in 3a) with the added difficulty that 
cx k and ak are not known in advance. The polynomials 
¢n (z) are generated by the customary recurrence 
relation and cxk and ak are obtained by their definition. 
Unless the work can be done once for all, this is not 
a practical method, because we have all the disadvant­
ages of 3a) with none of its advantages. 

We disregard the rational approximation (2. 58) and 
use a quadrature formula for 

N(t) = 6:i; (H)N(O) 1 ezt:f. (z)dJ.l. 't'v R 't'v z 
v 

with prescribed abcissas. We loose accuracy by 
comparison to 3a) since the quadrature formula is no 
more Gaussian and will be correct to order N in­
stead of 2N-L The polynomials are generated by the 
customary recurrence relation. Any improvement 
of the accuracy needs a fresh start. However we can 
select the ak at will as close as possible to the point 
spectrum of H. 

(c) If dJ.l.z = 6kCXkO(Z - ak ) I dz I which means that 
cx k = (3 k N and a k are given, we can proceed as in 3a) 
with one added advantage-each intermediate step is 
optimum. 

4. If J.l.(z) is continuous and is (or is not) the weight 
function of an orthogonal polynomial, it may be pos­
sible in some cases to evaluate 1 ezt ¢v<z)dJ.l.z ana­
lytically. It is therefore unneces~ary to use the 
rational approximation. This is the case studied in 
Sec.2B. 

3. CONVERGENCE OF THE SOLUTION 

We known from (I. 3. 41) and (I. 3.42) that for a 
Bergman kernel, 

IIN(t) - Nn(t)112 :S IG e2tRe'ldJ.l.~ IGdJ.l.~ 

XIR IM(z,~)-Mn(z,A)12dJ.l.f. (3.1) 

It can be eal3ily shown that a similar expression is 
obtained for Szego kernel, where C is an analytic 
curve, boundary of the bounded domain G, 

IIN(t) - N,,(t)1I2 :S Iee2tRe'ldJ.l.~ IedJ.l.; 

x IR 1£1(z, A) - Mn (2, A)12dJ.l.~. .(3.2) 

A general expressio!! has bee!! found12 for the asymp­
totic expression of M(z, A) - Mn (.2, A) but it is not 
valid for Bergman kernels. Let us examine the par­
ticular choice of Sec.L1: 

(3.3) 

with dJ.l. ~ = 1 dz I, and h (z) the mapping function of G 
upon the unit circle. 

Since 

I n = Ie Idz I IR 1£1(z, A) - £1n(z, A) 1
2 dj.J.f, 
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we have 

(3.4) 

and 

II N(t) - Nn (t) 112 :s J e2t Re'l dJ.l. e e 'I 

IIz(A) 12(n+1)1Iz'(A) I dJ.l.f 
x 1 (3.5) 

R 1 - Ih(A) 12 21T 

Since by assumption every point of R is at some posi­
tive distance from C, Ih(A) I < 1, A E R, and the de­
gree of approximation is geometric. We might let C 
approach the boundary of R provided the integrals 
(3.5) converge; however in this case the convergence 
may be less than geometric. 

For the Bergman kernel 

1>V(z) = ~(j) + 1)/1T hV(z)h'(z) (3.6) 

with dJ.l.~ = dwz and 

I n = IGdwz iR IM(z, A) -Mn(z,A)12dJ.l.~, (3.7) 

we have 

= f t Ih(A) 12v Ih'(A) 12 j) + 1 dJ.l.~, (3.8) 
R v=n+l 1T 

Ih(A) 12(n+l) Ih'(A) 12 
IIN(t) - N (t)112 :s J e2 t Re'ldJ.l. G J 

n G 'I R 1 _ Ih(A) 12 

X [(n + 2) - (n + 1)lh(A)12] dJ.l.f. (3.9) 
- 1T 

It is easy to show that the error norm decreases 
monotonically with n. 
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APPENDIX: RELATIONS WITH THE CONJUGATE 
GRADIENT METHOD 

We show below the relations between the reproduc­
ing kernel formalism and the conjugate gradient 
method.10 ,12 

Although we have used the method of reproducing 
kernels for solving Cauchy problems, it can be used 
for equations of type 

HN - k = 0, 

where H is a nonsingular matrix operator. Using 
Bergman kernels we have 

(AI) 

N = - Ro(H)k = 6 1>v(H)k I ¢;,(z) dj.J.z • (A2) 
v G Z 

However we cannot have recurrence relations for 
1>v(H)k, in general, because if H is not self-adjoint, G 
cannot be reduced to a real interval. Let us write 
H-l = T-l TH-l, where T is a given nonsingular 
matrix. 

Obviously, 

(A3) 
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We show now that if T has a real spectrum, the re­
currence relation will give a simple algorithm to 
solve (Al), provided TH-1 does involve only nonnega­
tive powers of H. If we assume only first power of 
H, at most 

TH-1 = C + KH*M, 

T = CH +.K(H*MH) (A4) 

with C, K, M arbitrary nonsingular matrix operators. 

We let M be Hermitian definite positive; H*MH is 
also Hermitian definite positive. We select the 
trivial solution C = 0 because a proper choice of K 
and M includes the case where C 7" O. 

We define N = H* and T = KN where 1( is a positive 
definite Hermitian operator. 

However, although T is not in general self conjugate, 
the spectrum of T is real. 

If we write 

T - AI = KN - AI = K(N - AK1) = (K - >tN-1 )N, (A5) 

the spectrum of T is the set of values for which 
K - >tN-lor N - AK-1 has no inverse. Since N-1 and 
K-1 are positive definite, the pencils K - >tN-1 and 
N - >tK-1 are regular and the spectrum is real. We 
can thus restrict G to the real axis. 

We shall now write the solution as 

N
= ~ ¢v(T)(KH*Mk) j' - djJ.z 

L.J j G ¢v (z) - , 
v G (f)z)¢v(z) dlJ. z z 

(A6) 

where the denominator is equal to one because of the 
normalization. The spectrum being real, ¢., (z) = 
¢)z). 

Let A s be the Sth eigenvalue associated with the 
eigenvector 11/1 s> of T == KN. 

Let I cps) and 11J) be the eigenvectors of K - AN -1 and 
N - AK-1, respectively, 

(A7) 

We have also 

(KN - >tJ)11/Is) = O. (A8) 

Therefore the orthogonality yields (CPr, N-1cp) = o~, 
Le.,because I CPs) = NI1/Is), 

(A9) 

Similarly 

(1Jr IK- l 1J) = o~. (AID) 

Let 1/Is* be the eigenvectors of T* = (KN)* = NK. We 
have 

Therefore, 

11J) = KI 1/1:> , 
(1J IK-l 1J) = (K1/I* I~*) = or. 

r 5 s s S 

We define 

(All) 

(Al2) 

(Al3) 

Igo) = MH*lk), 

Ipo) = Klgo), 

Ip) = ¢v(T) Ipo), 

Ig) = Igv -1) - av-1Nlpv-1) ' 

av = (gv Ip)/(Pv INp). 

Up to now, lJ.(z) has been arbitrary. We choose 

lJ.(z) = ~ o~H(z - A). (A14) 
s 

We have 

(PvINp,) = 0t. (Al5) 

Indeed, 

(¢j1(T)po IN¢v(T)po). (Al6) 

can be computed if we develop 

Ipo) = Klgo) = KMH* Ik) = E 0 ~ (A17) 
s s s 

:0:0 ¢j1 (\)¢v(~)(1/Is I N~r)os or = ~ ¢/1 (\)¢)As)O~. (Al8) 
r s s 

The orthogonality relation yields 

~o~ ¢/1 (\)¢/1 (\) = o~ , 
s 

Therefore 

(P/1 I Np) = o~. 

The solution can be written as 

(Al9) 

(A2D) 

N= ~ [¢v(T) IPo)/(p) Np)] ~o~ ¢v(As)/As. (A2l) 
v s 

From (A14) and (A20), we obtain 

(Pv Ig~) = (pv Ig~-l) - av(pv I NPv-1) = (Pv Ig~-l)' (A22) 

Therefore 

We evaluate 

and av = (pv IKPo)/(PvtNp). 

(A23) 

~ o~ ¢)As) 1\ 
5 

= ~~ ([¢v(\)/>tJos1/lsINor1/l) 
r s 

= (¢v(T)T-1po I NPo) = (T-1 ¢)T)Po I Npo) 

= (Pv IT-1*NPO) = (pJK-1pO) 

= (pv Igo) = (Pv Ig). (A24) 

The solution is therefore 

(A25) 

One easily recognizes the formalism of the conjugate 
gradient method. We remark that it is not necessary 
to know jJ. (z), Le., 0 2 and A . Indeed the vectors I j,) s S Yo 
are generated by a three-term relation, 

IPv+1) = Tip) - av +1 Ip) - f3v IPv-1) . 

From (Al5) we have 

av +1 = (pvINTp)/(pvINP), 

i3v = (Pv-1INTp) I(Pv-l I NPv-1). 

The finite orthogonal polynomials ¢v (z) satisfy a 
three-term recurrence relation 

(A26) 

(A27) 
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¢v+1 (z) = (1 + b)¢u(z) - avz ¢u(z) - bu-1 ¢v-1 (z), ,,> 0, 

¢1 (z) = (1 + bo)¢o(z) - aoz¢o(z). (A28) 

The coefficient can be found in the following manner:· 

i.e., 

av fG z¢u(Z)¢u-1 (z)djlz - bu-1 = 0, 

au = - bv-11 (it a~\¢v(~)¢v-1 (\~ • 
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The invariance translation -operator group for the Hamiltonian of an electron in a periodic electric field and a 
uniform magnetic field is examined in the context of the theory of infinite-dimensional representations. It is 
shown that this group is of Type I if and only if the magnetic field has rational components relative to the lattice. 
The case of a nonrational field along a lattice vector direction is studied in detail. Here, the group is the direct 
product of a factor involving the translations along the field and a factor expressible as a semidirect product in 
a way that depends on the choice of basic tattice vector pair for the translations across the field. For each 
choice, Mackey's theory of induced representations is applied to obtain an infinite set of physical irredUCible 
representations (based on both transitive and strictly ergodic measures); it is found that for different choices 
the sets are different unless the vector pairs are related in a simple way. The representation carried by the 
state space L2(R 3) is decomposed into a direct integral of primary representations, using Landau functions for 
a basis in L2(R3). These primary representations are not of Type I, for i.t is shown explicitly that each has an 
infinite number of direct integral decompositions into irreducible representations, such that representations 
from any two decompOSitions are inequivalent. Here, different decompositions involve Landau functions for 
propagation along different lattice vector directions. The invariance translation-operator group for a system 
with a uniform magnetic field only is also discussed; it is of Type I, and its physical irreducible representa­
tions are given. 

I. INTRODUCTION 
The invariartce groups of the Hamiltonian for an 
electron moving in the periodic potential of a crystal 
and a uniform magnetic field have been a subject of 
investiga.tion in a series of recent papers.1 - 5 One of 
the main results of these investigations has been to 
show that the translational symmetries of the system 
lead to infinite invariance groups with a very special 
structure, critically dependent on the direction and 
magnitude of the field relative to the orientation and 
lattice parameters of the crystal. This was first 
shown in the papers by Brown 1 and Zak. 2 A complete 
classification of these groups in so far as transla­
tional symmetry is concerned is given in the paper 
by Opechowski and Tam,4 together with a discussion 
on their irreducible representations. This has been 
extended to include symmetries other than trans­
lational by Tam.5 At the same time it has become 
clear that the representations of these groups pos­
sess some features not usually found in applications 

to solid state physics, and it is the purpose of this 
paper to try to set them in the context of mathematic­
al developments in the general theory of representa­
tions of infinite groups. In fact, it turns out that these 
features can be characterized very well in terms of 
some well-known mathematical results for groups 
that are not of Type I, whose definition we give later. 
In the process, several questions that have been rais­
ed on the properties of certain infinite-dimensional 
representations of the invariance groups can be 
answered. 6 
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The system under discussion consists of a single 
non relativistic electron without spin subject simul­
taneously to a uniform magnetic field B and an 
electric potential 'D(r) with the periodicity of an in­
finite three-dimensional lattice; here r denotes the 
position vector of the electron. The Hamiltonian is 

li2 ( ie \ JC = - 2m V - lie A(r); 2 + 'D(r), (1) 
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I. INTRODUCTION 
The invariartce groups of the Hamiltonian for an 
electron moving in the periodic potential of a crystal 
and a uniform magnetic field have been a subject of 
investiga.tion in a series of recent papers.1 - 5 One of 
the main results of these investigations has been to 
show that the translational symmetries of the system 
lead to infinite invariance groups with a very special 
structure, critically dependent on the direction and 
magnitude of the field relative to the orientation and 
lattice parameters of the crystal. This was first 
shown in the papers by Brown 1 and Zak. 2 A complete 
classification of these groups in so far as transla­
tional symmetry is concerned is given in the paper 
by Opechowski and Tam,4 together with a discussion 
on their irreducible representations. This has been 
extended to include symmetries other than trans­
lational by Tam.5 At the same time it has become 
clear that the representations of these groups pos­
sess some features not usually found in applications 

to solid state physics, and it is the purpose of this 
paper to try to set them in the context of mathematic­
al developments in the general theory of representa­
tions of infinite groups. In fact, it turns out that these 
features can be characterized very well in terms of 
some well-known mathematical results for groups 
that are not of Type I, whose definition we give later. 
In the process, several questions that have been rais­
ed on the properties of certain infinite-dimensional 
representations of the invariance groups can be 
answered. 6 
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where - i 1iV is the electron momentum operator, 
A(r) the vector potential for the magnetic field and 
m, e, c, and li are the electron mass, electron charge 
(a negative number), velocity of light, and Planck's 
constant h divided by 211'. There is of course a cer­
tain freedom of choice for A(r), and we take for con­
venience the so-called symmetric gauge 

A(r) = ~BX r. (2) 

A change of gauge makes no essential difference from 
the point of view of the symmetry of the system,4 so 
that there is no loss of generality in retaining (2). 

The Hilbert space of states in which Je acts is the 
usual space .c == L2(R 3) of functions square-integrable 
over infinite volume, and X itself will in general have 
an energy spectrum with a continuous as well as a 
discrete part; in fact, in the systems considered 
below the spectrum is entirely continuous. Periodic 
boundary conditions will not be applied. 

Any group of unitary operators in .c that commute 
witb Je is termed an invariance operator group of X. 
There is, of course, a maximal such group which is 
called the symmetry group of X; but since in this 
paper we shall not usually be dealing with the maxi­
mal group we retain the term" invariance group." To 
be more explicit, we shall be concerned with the in­
finite" invariance translation operator group" of X. 4 

As the name implies, the only geometrical operations 
involved are the translations. Rotational and time­
reversal symmetries will be ignored, except for a 
brief mention of the former at the end. 

The plan of this paper is as follows. In the remaining 
part of the Introduction we summarize some defini­
tions and concepts from the theory of representations 
of infinite groups that we need later, including a 
description of what is meant by groups and represen­
tations not of Type I. In Sec. II we introduce the in­
variance translation operator group for X of (1) and 
show that it is of Type I when and only when the mag­
netic field is " rational," i.e., its contravariant com­
ponents, with respect to a triple of basic primitive 
lattice vectors for the crystal, are rational numbers 
in certain natural units. We also introduce the in­
variance translation operator group for the system 
with 'O(r) == 0, i.e., an electron moving in a magnetic 
field only. The relationship between this group and 
the invariance translation operator group for X of 
(1), which it contains as a subgroup, is used in the 
later analysis. In Sec. ill we investigate the irredu­
cible unitary representations of the group for systems 
with the magnetic field parallel to a lattice vector, 
with particular attention to the nonrational, i.e., non­
Type I case. For this case, we find a nondenumer­
able number of equivalence classes of irreducible 
unitary representations, which are given in a sum­
mary at the end of the section. (We should note that 
present mathematical theory does not allow us 
definitely to establish the complete set of irreducible 
representations of a non-Type I group.) The irre­
ducible unitary representations for the 'O(r) == 0 case 
are also obtained and are given in the summary. The 
main method used in this section is Mackey's theory 
for semidirect products. Finally, Sec. IV contains an 
analysis of the (redUCible) representation of the 
group afforded by the state space .c for the systems 
discussed in Sec. III. The principal result here is 

that the representation afforded by .c is not of Type I 
when the field is irrational; the proof being by a 
method of explicit decomposition of the representa­
tion. 

All groups referred to throughout, in particular all 
the invariance operator groups, are topological groups 
that are locally compact and separable. We shall be 
especially concerned with representations of infinite 
groups of this class, mainly those of infinite dimen­
sion, and so it is appropriate here to recall some of 
their properties. The following discussion will be 
primarily descriptive; practically all the material 
is drawn from the articles of Mackey7-10 on infinite­
dimensional group representations, and the reader is 
referred there for details and references to the 
mathematical literature. A review article by Cole­
man 11 is also useful in this regard. 

We begin with some terminology. Let G = {g} be a 
separable locally compact group with elements g. By 
a representation r of G we always mean a continuous 
unitary representation by operators in some separ­
able Hilbert space~, and we write r = {r(g)} ,where 
r(g) is the unitary operator in ~ representing g. We 
often refer to ~ as the carrier space of r. Of course, 
the invariance operator groups in the carrier space 
.c of states are representations of themselves. How­
ever, in the sequel we shall sometimes talk of them 
in the sense of abstract groups (of which they are 
then faithful representations); but the meaning at the 
time should always be clear from the context. Two 
representations r = {r(g)} and r' = {r'(g)} of G 
carried by the spaces ~ and ~' , respectively, are 
said to be equivalent, and written r "" r', if there 
exists a unitary map U of ~ onto ~' such that r' (g) = 
U-l r(g)U for all g E G. A representation r carried 
by~ is said to be irreducible if~ possesses no closed 
subspace stable under the operations of G. If ~ pos­
sesses such a subspace :n, then r is reducible; r re­
stricted to ~ is called a subrepresentation of T. We 
recall that the unitary property implies that a re­
ducible representation is decomposable, with a cor­
responding decomposition of its carrier space. By 
the decomposition of a representation we shall mean, 
in general, a direct integral decomposition and not 
only a direct sum, which is a special case. The pre­
cise definition can be found in the literature 1 2; a 
direct integral decomposition of a representation r 
and the accompanying decomposition of its carrier 
~ have the form 

(3) 

where ~y is the carrier space for r Y, for each y be­
longing to an index space Y, and where fJ. is a mea­
sure on Y. The ~ Y and r Y will be termed the con­
stituents of ~ and r in the given decomposition, re­
spectively. We note that a given constituent r Y is 
not a subrepresentation of r unless the latter can be 
written in the direct sum form r = r Y EEl r', and a 
parallel statement holds for W. Two representations 
which have no equivalent subrepres.entations ar~ 
termed disjoint. A representation which cannot be 
decomposed into a direct sum of two disjoint sub­
representations is called primary. 13 Obviously, irre­
ducible representations are primary, and so are 
direct multiples of irreducible representations, i.e., 
representations that decompose into a direct sum of 
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the same irreducible representation (to within equi­
valence) a countable number of times. We note that 
the term" irreducible representation" has been used 
in the last phrase in the sense of "equivalence class 
of irreducible representations" rather than that of 
"individual irreducible representation"; both mean­
ings will be used without further specification when 
the context is clear. The same duality of meaning 
will occur in referring to primary representations. 

Primary representations do not always have the 
structure of the ones mentioned above, as being direct 
multiples of irreducible representations; but any pri­
mary that does is said to be of Type I. Furthermore, 
any primary representation that has an irreducible 
subrepresentation is automatically equivalent to a 
uniquely-determined direct multiple of a uniquely­
determined irreducible representation and so is of 
Type 1. A non-Type-I primary representation, on the 
other hand, has no irreducible subrepresentation. 
Concerning primary representations in general, one 
can make the following statements: (a) Any primary 
representation can be decomposed into a direct in­
tegral of irreducible representations, but not neces­
sarily in only one way; (b) For a primary representa­
tion r of Type I, every decomposition (3) of r into 
irreducible representations has the property that 
r Y "" 'Y for «(J.-almost) all Y E Y, where 'Y is some 
fixed irreducible representation independent of the 
decomposition; and, consequently: (c) Any primary 
representation exhibiting decompositions into irre­
ducible constituents without the property in (b) is not 
of Type 1. Indeed, in connection with (c), there are ex­
amples of non-Type-I primary representations de­
composable into irreducible constituents in two or 
more different ways, each having no constituent in 
common with the others. 14 One such example, for 
which there is in fact an infinite number of decom­
positions that differ mutually in this fashion, occurs 
for some of the groups discussed in this paper (Sec. 
IV). We should add that non-Type-I primary repre­
sentations can be classified further into Types II or 
m.15 (One way of characterizing the difference is: A 
non-Type-I primary representation is of Type II or 
III according to whether or not it has a subrepresen­
tation inequivalent to the whole representation, res­
pectively.ll) 

A group whose primary representations are all of 
Type I is called a Type I group; in particular all 
finite, compact, and commutative groups are of Type I. 

For any group, the primary representations can be 
considered in some sense the basic" building blocks" 
for arbitrary representations. Indeed, there is a 
theorem to the effect that if r is any representation of 
G, then there exists a direct integral decomposition 
(3) of r into primary constituents P, the so-called 
central decomposition, in which the constituents are 
mutually disjoint (apart possibly from a subset whose 
indices Y have fJ. -measure zero in Y) and form a 
uniquely determined set (to within certain possible 
reassignments of indices). For a more precise defi­
nition of the central decomposition we again refer 
to the literature. 7 Thus, to this extent the study of all 
representations can be reduced to a study of primary 
representations; but as the earlier remarks on pri­
mary representations imply, the next step of reducing 
the latter to a study of irreducible representations 
seems possible only for groups of Type-I. This said, 
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the actual survey of all the primary, or even of all the 
irreducible, representations of a non-Type-I group 
is a difficult matter, and does not appear to have been 
completed in any explicit case. 16 It is known, how­
ever, that every non-Type-I group does have a large 
supply of irreducible representations. 

Although we shall not be considering the energy spec­
trum in this paper, it is worth pointing out that a 
knowledge of the central decomposition of the opera­
tor invariance group of JC in the state space .c gives 
us certain information on the spectrum of JC. Accom­
panying the central decomposition there is a corres­
ponding reduction of the Hamiltonian as a direct in­
tegral: The simultaneous decompositions for .c and 
JC are then 

.c =61j .cYd(J.(y), JC =EBj JCYdfJ.(Y)' 
y Y 

where the constituents JCY of JC operate in the re-
s pecti ve .c Y , and where the .c). are determined by the 
central decomposition. The problem of finding the 
spectrum of JC is thus reduced to the problem of de­
termining it for the constituents JCY. One of the most 
familiar examples of this reduction procedure in 
solid state physics is for the system of a Bloch elec­
tron without magnetic field, where the invariance 
group is the ordinary translation group of the lattice, 
and Y is a Bloch wave vector and Y the Brillouin zone. 
In this example, of course, the group is of Type I, 
whereas the above decomposition holds whether the 
group is Type I or not. Certain technical mathemati­
cal problems that we have ignored in the preceding 
description are considered by Scharf 17 and Mackey 18 

for the Bloch-electron system without field. 

n. THE INV ARlANCE GROUPS 

In this section we present the invariance translation 
operator groups for the Hamiltonian (1) and for the 
potential-free Hamiltonian with 'O(r) == O. They are 
given as set forth by Opechowski and Tam,4 and their 
notation will be followed as far as possible. 

It is convenient to introduce coordinates with axes 
and scale determined by an arbitrary three-dimen­
sional lattice, to be used for the potential-free case 
as well as otherwise. Denoting the three linearly 
independent basic primitive vectors of the lattice by 
at> a 2, and a 3 , we choose the Xl' x 2 , and x3 coordinate 
axes to lie along these directions, respectively, form­
ing what will be in general an oblique coordinate 
system. We write 

r = xlal + x2a 2 + x 3a 3 

and v = VIal + v2a2 + v 3a 3 (4) 

for an arbitrary position and translation vector, res­
pectively, where the triples (Xl' X2 , x 3 ) and (vi> v2, v 3 ) 
are dimensionless real numbers. The scaling units 
along the three directions are the lattice constants 
lall =a1 , la21 =a2,and la3 1 =a3 • The origin of 
coordinates is located at a point of the lattice so that 
the lattice itself is the triply infinite set of points 
with coordinates (n l , n2' n 3) for arbitrary integers 
nt> n2 , and n 3 • 

The vectors v form the infinite group V of transla­
tions in three dimensions, and for each v E V we can 
define a translation operator [v] in the state space .c, 
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where 

[v]f(r) =f(r -v) ( 5) 

for any function f (r) in.c. The [v] form a translation 
operator group which we can without confusion denote 
by the same letter V. The periodic potential 'O(r) is 
assumed invariant under the subgroup T of V of all 
primitive translation operators [t] with 

(6) 

for an arbitrary triple (nv n2 , n 3 ) of integers, where 
for a given 'O(r) the coordinate system has been 
chosen in the obvious way. Again the group of 
vectors t and the group of operators [t] will be de­
noted by the same letter T. 

The group for the potential-free case will be pre­
sented first. The form of the operator depends on the 
gauge (2) but it can be shown that for each system 
discussed here, with or without potential, the groups 
for different choices of gauge are all isomorphic with 
one another. 4 

The elements of the translation operator invariance 
group W(B) of (1) where 'O(r) == ° are the operators 
[v,~] in.c, where 

[v,~] = e21TiA exp[-(ie/2cfi) Bor x v][v] (7) 

for all v E V and all real ~ E [0,1). It is in fact easy 
to verify by inspection that the operators (7) com­
mute with JC when the electric potential is zero and 
that they form a group with multiplication law 

[v,~][v',~'] = [v + v',~ +~' + (e/2ch) Bov x v'], (8) 

where the second component in the element on the 
right-hand side will always be understood as equal to 
its calculated value modulo whatever integer is 
necessary to reduce it to the range [0,1). If II is any 
real number, we shall use the notation (lI)r to indicate 
its value reduced in this way. We observe from (8) 
that W(B) is not Abelian. Its center contains the 
circle group of operators [O,~] for all ~ E [0, 1), 
where 0 is the zero translation and W(B) is an exten­
sion of the circle group by V. It is not difficult to 
verify that W(B) is minimal in the sense that it has no 
subgroup which is an extension by V. 

The infinite group W(B) has all the requisite topo­
logical properties: In fact, it is obviously a separable 
locally compact group with respect to the natural 
topology generated by open sets in R 3 X S, where R 3 
is the three-dimensional Euclidean space of points 
v == (V v V2 ' v3 ) and S is the circle with unit circum­
ference of points ~(o ~ ~ < 1). We shall see in the 
next section that it is a group of Type I. 

The groups W(B) for different B * 0 are all isomor­
phic,4 a situation which is far from being true of the 
invariance groups when there is a potential 'O(r). 
Before giving the groups in this case, it is convenient 
to express B in the form 

B = (ch/elnl)(111a1 + 112a2 + 113a3)' n =a3°a1x a 2, 
(9) 

where I n I is the volume of the lattice primitive cell. 
In this way, B is specified by a triple (111,112,113) of 

dimensionless real numbers. Now, with a potential 'O(r) 
invariant under the group T of primitive translations 
[t], it follows from (7) and (8) that the Hamiltonian (1) 
is invariant under. the operations [t, ~]; and that these 
operations form a group for all t E T and all ~ E 

[0,1). This group is an extension of the circle group by 
T; but it is not minimal in this case: It possesses 
subgroups that are extensions by T.4 To see this, we 
write down their multiplication law derived from (8): 

[t, ~][t', ~'] = [t + t', ~ + ~' + H."on x n'], (10) 

where t = n1a 1 + n2a 2 + n3a3 and t' = n1a 1 + n2a 2 + 
n3a 3, and where we have used (9) for B. The quantity 
~ == n/lnl = ±1 will be called the sign of the basic 
ve.=tor trio (a"a2,a3,). Th~ q~ant,ities "'=("'~,112,113)' 
n - (n1,n2,n 3},andn = (n1,n 2 ,n3 ) behave hke vec­
tors with cartesian components and, by a slight abuse 
of terminology, will be referred to as the field.", 
translation n, etc. Consider the countably infinite set 
of operators 

T(B) ={[t,~J.t°"']} (11) 

for all t E T and for all vectors J.t = (1.1. l' 1.1. 2' J.t 3) with 
arbitrary integral components leading to distinct 
numbers (~IL ·"')r E [0, 1). It follows immediately from 
(10) that the operators of T(B) are closed under mul­
tiplication and form a group; furthermore, we can 
verify that T(B) is a minimal extension by T. Then, 
by definition, the countably infinite group T(B) is the 
invariance transl(1tion operator group of the Hamil­
tonian (1)4; it is evidently a subgroup of the corres­
ponding invariance group W(B) for the potential-free 
system. The structure of T(B) depends critically on 
the direction and magnitude of B; in other words, on 
the values of 111,112 and 173. There are two sharply 
divided cases, according to whether all three of these 
numbers are rational, or one or more is irrational· 
the field B is said to be " rational" or "nonrationai" 
accordingly. We discuss briefly the two cases in turn. 

(a) Rational field: Here 17i = mJMi' where m. and 
Mi are relatively prime integers. The group TCS) 
has the characteristic that the number of distinct 
(~J.t ·"')r that appear in the operators (11) is finite. 
This case has been widely investigated 1-4 and the 
details can be found in Ref. 4. The field." can be put 
in the form 

." = (m/M)l, (12) 

where m and M are relatively prime integers, and I is 
a vector with relatively prime integral components 
[these are the components of the shortest lattice 
vector (6) along the direction of the field]. The group 
T(B) consists of the operators [t, ~] for all t E T and 
~ = 0,1, ... , (r-1)/r, where r = M (m even) or 2M 
(m odd). We observe that when M = 1 and m is even 
only ;\ = ° appears, and T(B) is Abelian and isomor-' 
phic to T. 

(b) Nonralional field: Here at least one of the 
components of." is irrational, say 17 3. The set of dis­
tinct (~J.t0 "')r E [0, 1) appearing in the operators (11) 
is now infinite, since it contains the numbers (~1.I.3173) 
obtained by taking all 1.1. of the form (0,0,1.1.3). Con- r 
sequently T(B) consists of the operators [t,;\] for all 
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t E T and an infinite number of ;\; we note that it is 
never Abelian. 

A more refined classification of these invariance 
groups according to the rationality or otherwise of 
one, two, or three of the components of 1/ has been 
made in the literature. 4 Their evidently wild varia­
tion with infinitesimal changes in the magnetic field 
has been commented and is reflected in the proposi­
tion in the next paragraph. 

The T(B) are all given the discrete topology (each 
element an open set) and are, therefore, separable 
and locally compact. From a theorem of Thoma19 

that a countably infinite discrete group G is of Type I 
if and only if it has a normal Abelian subgroup F such 
that the factor group G/F is finite, we can conclude 
that 

Proposition 1: The invariance translation opera­
tor group T(B) is Type I if and only if the field B is 
rational. 

For the case (a) of rational field we have then to find 
a normal Abelian subgroup of finite index in T(B). To 
this end, we observe from (10) that two elements of 
T(B), say [t,;\] and [t', ;\'], will commute when and 
only when 

1/ en X n' = (m/M)Zen X n' = integer, 

where we have used (12) for 1/. Thus, for example, 
all operators of T(B) of the form [T,;\] for arbitrary 
;\ == !(",e1/)r and for T = M(Pla l + P2a2 + P3a 3) with 
arbitrary integers PVP 2 ,P 3 , commute with every 
group element; and it is easy to verify that they form 
a subgroup F of T(B). This subgroup is Abelian and 
normal, and since the T form a group of translations 
in three dimensions based on an enlarged primitive 
cell M times the size of the original, it follows that 
the factor group T(B)/F is finite. Thus T(B) is of 
Type 1. 

When the field is nonrational as in (b), the require­
ment for two elements to commute, i.e., 1/ en X n' = 
Integer, tells us that no Abelian subgroup can be of 
finite index in T(B). For if 1/3' say, is irrational, this 
requirement can only be satisfied for all elements of 
an Abelian subgroup if (n x n'h = 0 for every pair 
of such elements, and this is only possible if the sub­
group is formed of translations in one or two dimen­
sions. The index in T(B) of any Abelian subgroup is 
therefore infinite, and so T(B) is not of Type 1. 

It is worth noting parenthetically that for a rational 
field there are infinitely many Abelian subgroups of 
the form F = {[T, OJ}, where T runs over the transla­
tions of a three-dimensional sublattice and where 
each [T, 0] commutes with all elements of T(B). This 
follows from arguments similar to those used in the 
proof above. For subgroups F that are minimal (with 
respect to inclusion), the primitive cell of the cor­
responding sublattice, whose three basic vectors are 
multiples of a v a 2 , and a 3 , respectively, is called by 
Brownl a "magnetic unit cell." There will, in general, 
be a (finite) number of minimal subgroups F with 
different magnetic unit cells, but in each case the 
idea is the same: The magnetic unit cell is a minimal 
domain to which we can apply periodic boundary con­
ditions for the Hamiltonian. Thus, for any finite crys­
tal built up by a repetition of one of these magnetic 
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unit cells it is possible to define a system with perio­
dic boundary conditions; then the infinite group is re­
placed by a finite group in similar fashion to the 
field-free case. 

When the field is nonrational, it follows from the 
proof of the above proposition that it is impossible to 
find a magnetic unit cell; and so we are always oblig­
ed to retain infinite systems. 

From now on, for the sake of simplicity we shall 
specialize to systems, in which the magnetic field is 
directed along a 3;20 then with 1)1 = 1)2 = 0 and 1/3 = 1/, 

(13) 

We collect together some formulas for the groups 
W(B) and T(B) when B has the value (13). There are 
three cases: 

(A) The potential-free case: 'U(r) == O. Since the 
W(B) are isomorphic for all B, it is evidently no real 
restriction to suppose B parallel to a 3 ; rather, we 
choose the lattice so that this is true. We replace 
the symbol W(B) by W. The elements (7) of Ware 

[v,;\] = e27fi >.. exp{-i1T!;1)(V2xl - v l X2)}[V] (14) 

for v E V and all real ;\ E [0, 1). The multiplication 
law (8) becomes 

(B) Case of periodic potential and irrational field 
1/: The group T(B) for B of (13) will be denoted by 
Tn' The elements (11) will be written [t';\j]' where 

[t';\j] = e27fiAj 
exp{-i1T!;1)(n2x l -nl x2)}[t] (16) 

for all t E T and all ;\j = (!j1/)r(j an integer). The 
multiplication law (10) becomes 

[t, ;\j ][t', ;\d = [t + t',;\j +;\i + ~!;1/(nl nz - n2n~)]. (17) 

(C) Case of periodic potential and rational field 
1/ = m/M. Here m and M have the same meaning as 
in (12), where now 1 == (0,0,1). The group elements 
and multiplication law are as in case (B) with 1) = 
m /M , except that the set of ;\j is now finite. 

The invariance groups in each of the above cases can 
be simply expressed in terms of Abelian subgroups 
involving translations along three different directions, 
respectively. In fact, if G denotes anyone of the 
groups of (A)-(C), then it can be factored first as a 
direct product 

G = P x Q, 
where 

P = l {[V3
a3

, OJ} 

{[n 3a3 ,O]} 

(18) 

( {[VIal + V2a2,;\]} (A) 
Q _ ) (19a) 

- ({[n l al + n2a2 , ;\j]) (B), (C) 
(19b) 

Here as in other places curly brackets are used to 
denote collections of elements, and the specifications 
(A), (B), and (C) refer to the three cases above. The 
factorization (18) separates translations along the 
field direction a 3 from those in the a l - a 2 plane. 
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Further factorization of Q into Abelian subgroups has 
the semidirect product form Q = N @ H. [We recall 
that for any group Q to be a semidirect product of 
two subgroups Nand H (Abelian or not) requires that 
Q = NH, that N n H = {Unit element}, and that one of 
them (N) be normal. This means, in particular, that 
every element q of Q can be written q = nh where 
n EN and h E H are unique. The product of two ele­
ments q and q' being qq' = (nhn'h- 1 )(hh'), we observe 
that, given Nand H satisfying the above three require­
ments, their semidireCt product is characterized by 
the action of H on N, i.e., the automorphisms h: n-7 
hnh- 1 of N generated by the h E H.] Indeed it is easy 
to see that we can write 

Q =N®H, 
where 

\{[v1a1 ,A]} 
N= , 

({[n
1
a

1
, A

j
])' 

(20) 

(A) (21a) 

) 

{[v2a2 , o]} 

H-

{[n2a2,0]} (B), (C) (21b) 

The symbols specifying the various groups defined in 
(18)-(21) will carry labels distinguishing the different 
cases only when the context is not clear. Then NB , 

for example, will refer to the group N in case (B). 

It should be borne in mind that there is no unique way 
of expressing Q as a semidirect product of sub­
groups involving translations in different directions; 
we have given one instance of an infinite number of 
possible ways. Any two vectors bl' b2 for which 

2 

b i = .L; lijaj , i = 1 2 } 
J~1 

lij integral and ll1l22 -l12l21 == ~ b I~ == ±1 
(22) 

can be chosen as the basic primitive lattice vector 
pair for the two-dimensional a 1 - a2 lattice. Here 
~ b == a 3 obI x b2/i a 3 obI x b 2 i is the sign of the trio 
(b1 , b2, a 3). Then for the discrete groups, for ex­
ample, we can factor Q as 

Q == N(b 1 )® H(b2 ) 

N(b1 ) = {[r 1 b1 , Aj ]}, 
(23) 

where r l' r 2 run over all integers. These different 
ways of expressing Q are important for the study of 
the representations of the non-Type-I group T ij' There 
is a factorization (23) for each ordered choice of (bI> 
b2); in particular, we get complementary factoriza­
tions on exchanging b 1 and b 2. Two factorizations 
coincide when the corresponding basic vector pairs 
differ in the sign of one or both vectors. To avoid 
this situation, we shall restrict the domain of b 1 and 
b2. We divide the a 1 - a 2 plane into two with a line 
drawn through the origin at right angles to the bisec­
tor of a 1 and a 2. Then we allow b1 and b2 to lie only 
in the same hali-plane as a 1 and a2; if one of them 
lies along the dividing line, we allow only the direction 
which makes an acute angle with a l . Now each factor­
ization (23) will be different. 32 

A word on notation is necessary at this point. We 
shall often write b == (b I , b2) as shorthand for an 
allowed basic vector pair, and denote the complemen­
tary pair by b == (b2, bl)' The original pair will be 
written a == (aI> a 2). The 1- and 2-components of a 
fixed vector t depend, of course, on the basic vector 

pair b, and they will bear an appropriate label, thus: 
t = nia l + n2a2 + n3a 3 == n~bl + n~b2 + n3a 3. Com­
ponents n l , n2 without superscript refer to the basic 
vector pair a; the components n~, n~ are related lin­
early to nl , n2 through (22). 

The group multiplication law (17) retains the same 
form on changing to the basic vector pair b. The only 
difference is that in the product of a given pair of 
elements, the old components must be changed to the 
new ones and ~ to ~ b; indeed it is easy to verify using 
(22) that ~(nIn2 -n2n;) == ~b{nHn~)' -n~(nV'}. This 
form-invariance of the multiplication law will be ex­
ploited in the investigation of the irreducible repre­
sentations of Tij' 

Finally, we should remark that all the subgroups in­
troduced above are topologically closed (as subsets 
of their respective groups). This is a necessary con­
dition for the application of much of the theory of 
representations in the next section. 

ID. THE IRREDUCffiLE REPRESENTATIONS 

For the" rational" case (C) of the previous section we 
know that the group is of Type I. Its irreducible rep­
resentations have been obtained by Brown, I Zak,2 and 
Fischbeck,3 and are also given in the paper by 
Opechowski and Tam.4 This case will not, therefore, 
be considered further. The last paper cited gives 
some of the representations for the" nonrational" 
case (B) as well; but we shall be able to extend the 
analysis and find many more. 

The irreducible representations of G in both cases (A) 
and (B) will be Kronecker products of the irreducible 
representations of the direct factors P and Q in (18). 
For P, the group of translations parallel to the mag­
netic field, they are all one-dimensional and easily 
written down; those for the semidirect product Q are 
more interesting, notably in the case (B) of periodic 
potential with irrational field TJ, and to tackle them we 
use the procedure developed by Mackey.8,IO We shall 
describe this procedure in only so much generality as 
is necessary for our purpose, and apply it to the two 
cases as we go along. 

The irreducible representations of P of (19) are all 
one-dimensional with characters 

- 00 < k3 < 00, (A) 

(B) 

(24a) 

(24b) 

labeled by wave vectors for the z direction. In the 
curly brackets, v3 and n3 run over all elements of 
their respective groups. 

From here on, we fix our attention on the group Q. 
Let Q == N ® H be for the moment any (separable, 
locally compact) group that is a semidirect product 
of (closed) subgroups Nand H of which N is commu­
tative and normal in Q. The method to be used aims 
to construct irreducible representations of Q from 
those of N and of H. Since N is commutative, its irre­
ducible representations are all one-dimensional with 
characters Xl == {Xl(n)}, where Xl(n) is a continuous 
function of n E N with unit modulus and where the 
parameter 1 labels the representations. The set fI of 
all Xl for different 1 is called the character space of 
N. It can be made into a Borel space, i.e., given a 
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collection of Borel sets,21 in a natural and well-de­
fined manner that we do not attempt to describe in 
general, but shall indicate for our two examples. The 
Borel structure of R is of importance later on. 

For our two cases (A) and (B) the groups Nand Hare 
defined in (21). The elements of & are 

k.\, _ {27TiP" -27TikV1} 
X - e e ,- 00 < k, ~ < 00, (A) (25a) 

/.t == {e27TiO'j e-27TiKnl}, 0 ~ K < 1, 0 ~ ~ < I !I.(B) 
1) 

(25b) 

Here k and K are wave vectors along the a1 direction. 
The significance of ~ will be seen later. The respec­
tive character spaces fi with elements (25) are for 
(A) the infinite two-dimensional plane with Cartesian 
coordinates (k, ~) and for (B) the surface of a torus 
with cyclic coordinates K and ~. The Borel sets in 
both cases are the standard ones, generated from the 
open sets. 21 

Returning to the general semidirect product Q, we 
observe that the action of H on N, namely the auto­
morphism h: n ~ hnh- 1 of N w:here h E H, induces a 
corresponding action of h on fi: for each h we define 
a mapping in N given by 

h : X ~ Xh' X == h(n)}, Xh == h(hnh-1 )}, 

where Xh mayor may not be the same character as 
X. The set of distinct Xh generated from X is called 
an orbit of H in fi. Since the same orbit is obtained 
in this way from anyone of its members, the action 
of H on fi partitions fi into disjoint orbits. Each or­
bit is a Borel set in R. Further, with each X of N we 
associate the so-called isotropy group Hx of X, being 
the subgroup of all h E H for which Xh == X. The Hx 
are closed subgroups of Q; for different X of the same 
orbit they are conjugate subgroups in Q. Using (21) 
for the elements of Nand H, and with the aid of the 
respective multiplication laws (15) and (17), we find 
for the two cases: 

(A) the k plane is partitione51 into orbits et == {k, ~ I 
- 00 < k < oo} and ek == (k, 0), respectively, lines 
parallel to the k axis for ~ ~ 0 and points on the k 
axis !or ~ == O. The isotropy groups are H (for any 
member of ek) and E (for any. member of e'), where 
E is the group conSisting of the identity element [0,0]. 

(B) The ortlits on the surface of the K - ~ torus are 
more complicated. Each orbit lies in some circle 
st == {K, ~ I 0 ~ K < 1}. For ~ == 0, each point on So 
forms an orbit eK • The orbits on the circle S' for 
~ ~ 0 are e[K].t == {(K + ~~1Jn2)r> ~ I all n 2; ~ ~ O}, the 
n 2 coming from the action of [n2a 2, 0] of H. The 
label [K] stands for the set of distinct numbers (K + 
~~1Jn2)r as n 2 goes over all integers; K can evidently 
be replaced in the bracket by any other member of 
the set. When I ~1J I is a rational number, equal to 
m/M, say, in its lowest terms, each orbit in et con­
tains M points. Also, the orbit label [K] can be con­
veniently replaced here by the smallest of the M 
members of [K], say K, where 0 ~ K < 11M. There is 
one orbit in S' for each R in this interval. On the 
other hand, when I ~1J I is irrational, each orbit con­
sists of a countable infinity of points, dense in st. 
Furthermore, it is not possible in this case to distin­
guish or label the different orbits in st with the K 
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coordinates of a representative point from each or­
bit, in the sense that no such collection of coordin­
ates can form a measurable set of the circle. 22 

The isotropy groups are H (for any member of eK ), 

E -<for any member of elK].t with I ~1J I irrational) and 
HK (for any member of eK•b with I ~1J I rational). Here 
HK is a subgroup of index M in H and consists of the 
elements of H for which (R + ~~1Jn2)r == K. 

In order to define the representations of N from which 
the irreducible representations of Q are constructed 
we must first introduce certain measures on the ' 
character space Ii. Any countably additive a-finite 
measure JJ. defined on all Borel sets of N is called a 
Borel measure on &.21 From now on, all measures 
will be understood to be of this kind. 

The mappings of N onto itself under the action of H, 
defined earlier, can be shown to be Borel isomor­
phisms, i.e., if h: 8~ 8h , where 8h is the image of the 
set 8, then 8h is a Borel set whenever 8 is a Borel 
set and vice versa, for all hE H. Thus 8h is always 
measurable when 8 is, and we can define a measure 
8 to be H - invariant whenever J.L (8h ) = J.L (8) for all 
hE H and all Borel sets 8 ER. An H-invariant mea­
sure is further said to be ergodic, if 8h == 8 (to within 
a possible null set) for all h E H implies that 8 is a 
null set or the complement of one. (A null set for JJ. 
is a set with zero measure with respect to JJ..) 

In the sequel, two measures will be referred to as 
"different" if and only if they have different null sets. 
Measures with the same null sets are said to belong 
to the same measure class, and throughout the rest of 
the paper the word measure will be used as a synonym 
for measure class; measures given explicitly are to 
be thought of as convenient representatives of their 
class. The theorems and results of the general 
theory presented below can be shown to be indepen­
dent of the choice of measure within a given class. 
(We should remark that, to be quite general,H-invari­
ance is defined for measure classes rather than indi­
vidual measures (see, e.g., ReL10, p.25). An H-invari­
ant class mayor may not contain individually H -in­
variant members. If it does not, small modifications 
are necessary in the exposition which, however, we 
will be able to ignore, since the situation does not 
arise for the measures considered in our examples.) 

Let ff" be any Borel subset of N. A measure JJ. on fi is 
said to be concentrated in ff" if JJ.(8) == JJ. (& n ff") for all 
Borel sets 8 E G; evidently then JJ. (G) == JJ. (ff"). If ff" is 
regarded as a space with Borel sets derived from 
those of N,21 then to specify the measures on & con­
centrated in ff" amounts just to specifying the mea­
sures on ff". The same goes for the H -invariant mea­
sures concentrated in ff" whenever ff" is a subset in­
variant under the action of JC (Le., maps onto itself 
under the action of H). If ff" is transitive under the 
action of H (Le., the set {Xh} == ff" for any X E ff"), it can 
be shown that there exists one and only one ergodic 
H -invariant measure concentrated in ff" .8 Since the 
transitive Borel sets of & are just the orbits, we can 
divide the ergodic H invariant measures on '& into 
two kinds: 

(il the transitive measures: Namely, those concen­
trated in the orbits, one for each orbit. 

(ii) the strictly ergodic measures: Namely those, if 
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they exist, that are not transitive. For 11 any such, 
11 (t» = 0 for every orbit t>. 

The situation is very different according to whether 
or not there exist any strictly ergodic measures. If 
not, the semidirect product Q = N G) H is said to be 
regular,S and in this case the procedure for obtaining 
the irreducible representations of Q is relatively com­
plete when those of H are known. A sufficient condi­
tion for regularity is the existence of a Borel set in 
N intersecting each orbit in one point. S There is a 
theorem that a regular semi -direct product Q is of 
Type I if and only if each isotropy group Hx is of Type 
I. S For a nonregular semidirect product, the present 
state of knowledge is much less satisfactory; for in­
stance, there seems to be no known example of one 
for which all the strictly ergodic measures have been 
definitely identified. 2 3 

We now investigate the ergodic H -invariant measures 
on N for (A) and (B)j we recall that they should be re­
garded as convenient representations of their respec­
tive measure classes. 

(A) The semidirect product here is regular, as the 
Borel set consisting of the union of the k axis and the 
~ axis intersects each orbit just once. From the dis­
cussion above Q is then, of Type I, since the isotropy 
groups are all either H or E, both of Type I. The 
ergodic H -invariant measures are easily established, 
since they are transitive and one-to-one with the 
orbits. They are: On 0~ the Lebesgue linear measure 
and on 0 k the measure assigning unit mass to the 
single point. 

(B) There are strictly ergodic measures here as 
well as transitive ones, so that the semidirect product 
is not regularj and in any case we know from Sec. II 
that it is not of Type 1. The transitive measures are: 
On 0K the measure assigning unit mass to the single 
point and on 0[Kl., (or on 01<" for 1 ~T/l rational) the 
atomic measure assigning unit mass to each point of 
the orbit. 

Consider any circle S' where I ~T/I is irrational, so 
that orbits are dense in the circle. Lebesgue linear 
measure on S' is H-invariant and strictly ergodic: 
the action K --7 (K + ~~T/n2)r of the elements of H ro­
tates S~ through multiples n2 of an irrational frac­
tion I~T/ 1 of 21T. Lebesgue measure is well known to 
be ergodic relative to this action on the circle, and it 
is certainly not transitive since each orbit, being a 
countable set, has measure zero (see, e.g., Ref. 8, 
Sec.7). It is not known at present whether there exist 
other measure classes on the circle that are strictly 
ergodic with respect to this action of H. 

Circles S~ for I~T/l rational evidently do not admit 
strictly ergodic measures. 

We return to the general theory. Given any fixed 
measure 11 on N (ergodic H-invariant or not), we in­
troduce a representation of N as follows. Let L2(N, /l) 
be the Hilbert space of functions on N, measurable 
and square integrable with respect to fl. Then the 
representation is defined in L2(N, /l), and is given by 

All = tB iN X d/l (x) } 

AIl(n}f(X) = x(n)f(x) 
(26) 

for n EN andf(x) E L2(N, 11). The importance of the 
~ is revealed by the following. 

Theorem 124: If A is an irreducible representa­
tion of Q, then its restriction to N is a direct multi­
pIe (finite or infinite) of some All ,for /l an ergodic H­
invariant measure on N. We shall say that A is based 
on the corresponding measure. Irreducible A based 
on different measures are always inequivalent. 

The aim of Mackey's method for finding the irredu­
cible representations of Q is thus: Find the ergodic 
H invariant measures on it, then find the irreducible 
t. based on each of them. We have discussed the 
first part of this program; for the second part we 
take the transitive and strictly ergodic measures in 
turn. 

Consider the transitive measure 11 concentrated in 
the orbit 0. Let X be any fixed member of 0 with iso­
tropy group Hx' and let Q = {w(h) Ih E H) be any irre­
ducible representation of Hx ' with carrier space £0-
We introduce the (closed) subgroup L = Hx @N of 
Q called the little group of Q. The as§ignment nh--7 
X(n)w(h) of the elements of Lx to operators in £" 
yields an irreducible representation Qx of Lx' the so­
called allowed representation of Lx corresponding to 
Q. We construct the representation of Q. induced from 
Q.x in the following manner. Let Q/L = {Lx s} be the 
right coset decomposition of Q with fespect to Lx' 
where for convenience we select the coset represen­
tatives s to belong to H. The set of characters Xs = 
{X(sns- 1 )} for all s describes the orbit 0 just once, 
by definition of Lx' It turns 'lut that the orbit t> (with 
Borel sets as a subspace of N)21 and the coset space 
Q/Lx (with Borel sets as a quotient space of Q)21 can 
be identified by the 1-1 Borel isomorphic mapping 
{Lx s} <----'? Xs; by a slight abuse of terminology we can 
take s as a parameter describing both spaces. Let 
£(0,11) denote the Hilbert space of functions defined 
on 0 with values in £Q' This consists of all functions 
f(s) from 0 (writing s in abbreviation for xS> to £" 
such that the scalar product (cp,j(s» is a Il-meagur­
able function on 0 for all cp E £ Q and such that 
Jo Ilf(s)11 2dll(s) < co, where Ilf(s)11 is the norm of 
f(s) E £Q. Then the representation A = {t. (q)} of Q 
induced from Qx is carried by £ (0, /l) and defined 
by 

A(q)f(s) = QX(sqs-l )f(s), sqs-l .E Lx (27) 

for all q E Q and all f(s). Here, s is the unique coset 
representative for which sqs-l E Lx for given q and s. 

Theorem 2:24 Given a transitive measure 11 con­
centrated in an orbit 0, with isotropy group Hx for 
X E 0. For each irreducible representation Q of H x' 
the t. of Q corresponding to Q via (27) is irreducible and 
based on 11. Two such representations are equivalent 
if and only if the corresponding Q of Hx are equiva­
lent, and the representations obtained from all the in­
equivalent Q form the complete set of irreducible 
representations of Q based on 11, independently of the 
initial choice of X E 0. 

Thus, the problem of finding the irreducible repre­
sentations of Q based on a transitive measure is re­
duced to the problem of finding the irreducible repre­
sentations of H. No such practicable method exists at 
present for a strictly ergodic measure, although even 
here at least some of the representations based on it 
can be constructed. Suppose 11 is a strictly ergodic 
H-invariant measure. LetQ = {w(h)} be any one-di-
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mensional representation of H. For any q == nh E: Q 
we qefine a representation .& == {.&(q)} of Q in the sp~ce 
L2(N, fJ.) by 

'&(q)f(x) == x(n)w(h)f(xh) (28) 

for all f(x) E: L2(N, fJ.). With the aid of the H-invari­
ance and the strict _ergodicity of fJ., the following 
theorem about the t. can be proved. 

Theorem 3 24: Given a strictly ergodic measure fJ. 
on D. For each one-dimensional representation n of 
H, the representation'& of Q corresponding to n via 
(28) is irreducible, infinite-dimensional, and based on 
fJ.. Two such representations of Q for different n 
are not necessarily inequivalent. There always 
exists at least one such representation: Take for 
n the identity representation of H. 

In applying the prescriptions above to Cases (A) and 
(B), we shall give detailed results only for a subclass 
of irreducible representations of Q. This subclass 
consists of the so-called physical representations, 
which we now define. 

For case (A) any representation (irreducible or 
otherwise) of Q or of N in which the representatives 
of the operators [O,x] are exp(21TiX)I,whereI is the 
unit operator in the carrier space of the representa­
tion, is termed physica1.2 For the definition in case 
(B), we replace X by Aj" The physical representations 
are the only ones that can occur in the physical state 
space £, since we see from definition (14) [respective­
ly (16)] that these operators are just multiplication 
by the respective phase factors. 

The physical irreducible representations of N are 
those whose characters (25) have ~ = 1 [or ~ = 1 -
12/1) I in case (B) if 12/1)1 < 1]. They form a subset of 
N that we denote by <P. For case (A) the set <P is the 
infinite line 3<: == {k, 11- 00 < k < oo} and for case (B) 
the circle Sl = {K, 110.,,; K < I}. In both cases <P is an 
invariant set under the action of H, and so consists of 
a union of whole orbits, the so-called phYSical orbits. 
For (A) we have 3<: = el;=1, comprising a single physi­
cal orbit. For (B) we have Sl = U[K] elK].!; since 1~1)1 
is irrational, we know from earlier discussion that 
this is a union of a nonmeasurable set of (countably) 
infinite physical orbits. In -dealing with physical 
representations we drop the superscript ~ = 1, writ­
ing S for the circle and elK] for the orbits. 

The invariant set <P is in both cases a Borel set of N. 
Ergodic H -invariant measures concentrated in <P are 
therefore defined, and can be classified as measures 
on <P into transitive (concentrated in the physical or­
bits) and strictly ergodic. We call them physical 
measures. It follows easily from Theorem 1 and (26) 
that an irreducible representation of Q is physical if 
and only if it is based on a phYSical measure. Thus 
we deal in detail only with physical measures. For 
the two cases in turn: 

(A) The only physical measure is the one concentrat­
ed on the single phYSical orbit, i.e., Lebesgue measure 
dk on 3<:. From 3<: we choose X = XO,l of (25a); here 
H =:0 E and has only the trivial irreducible represen­
talion. The corresponding allowed representation of 
Lx == N iS XO,l itself. The coset space is Q/N == H = 
{[V2a2' OJ} from (21a) (where v2 replaces v2 ). The or­
bit is therefore parametrized by v2(- 00 <.. '02 < 00), 
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which we can check is related to the earlier para­
meter k by k = ~1)v2' From the prescription (27) 
above, the representation t. of Q induced from XO,l 

has carrier space £(3<:, dk) == L2(R), i.e., the space of 
square-integrable functions on the infinite line. Using 
(27) we obtain 

t.[v 1a 1 + v 2a 2 , X]f(k) == g(k) l 
g(k) = e2nn exp[-21Ti(k + H1)V2)v

1
]f(k + ~lJv2) f (29) 

for allf(k) E L2(R), where we use the parameter k 
rather than v2 for convenience. From Theorem 2, t. 
is the only irreducible representation based on the 
measure dk. 

There is no difficulty in constructing the induced 
representations for the nonphysical measures. There 
is one, similar to (29), based on each et(~ ;z' 0). For 
each ek , where Hx = H, there is a one-dimensional 
representation based on ek for each one-dimensional 
representation of H. 

(B) The physical orbits are elK] E S. The physical 
measure fJ.[K] concentrated in elK] assigns unit mass 
to each point of S with K-coordinate in the set [K]: The 
measure of any Borel set & in the circle S is fJ. [K] (&) = 
number of points of the orbit in &. For X =:0 X K, 1 E e [K], 

we have Hx = E and Lx = N, with one allowed repre­
sentation XK ,l, Since Q/N = H = {[ma2 , OJ} from (21b) 
(where m replaces n2)' we can parametrize the orbit 
with m, The single induced representation for this 
orbit we denote by to LKJ ; its carrier space is £(e[Kl, 
fJ.[K]) =:0 12 , the space of square-summable sequences 
{f(m)}, and using (27) we have 

t.[K] [n 1a1 + n2 a2 ,Xj ] {f(m)} = {g(m)} , 

g(rn) == e
2ni

A.j exp[-21Ti(K + ~1)m 
(30) 

Therefore, for each physical orbit of S there is, from 
Theorem 2, one infinite-dimensional irreducible 
representation t.[K]; Theorem 1 (last sentence) en­
sures that the representations corresponding to dif­
ferent orbits are equivalent. 

For the strictly ergodic Lebesgue measure dK on S, 
we construct physical irreducible representations of 
Q accordi~g to the prescription (28). Their carrier 
space L2(N, fJ.) in this instance is L2(S), the space of 
square-integrable functions on S. The one-dimen­
sional representations of Hare np = {exp(- 21Tipn 2)}, 
o .,,; p < 1, and the corresponding representations of 
Q, which we denote .& [p] ,are given by 

~P][nlal + n 2a 2 , Xj]f(K) = g(K), 

g(K) =:0 e 2 
niA.j exp[-21Ti (Kn 1 + pn2 (31) 

+ HT/n 1n 2 )]f[K + ~T/n2)r]' 

where f{K) E L2(3). The symbol [p] stands for the 
set {(p + ~TJn) r I all integers n} in the cyclic interval 
0.,,; p < 1, i.e., an orbit of p-values. This labeling an­
ticipates the fact, proved below, that '&[Pl] "'" '&[P2] if and 
only if p 1 and P2 belong to the same p-orbit. The 
representations (31) are irreducible ana Infinite-di­
mensional (Theorem 3) and are not equivalent to the 
representations (30) (Theorem 1). 
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We can find many more irreducible representations 
based on the measure dK in the following indirect 
manner. In Sec. II we pointed out the different ways 
of expressing Q as a semidirect product, according 
to the choice of basic lattice vector pair. Let b == 
(hI' b2) be a new basic vector pair, so that n 1 a 1 + n 2a2 = 
n 1

b b 1 + n~b2 for any vector of the a 1 - a2 lattice. 
For the new factorization (23), we can go right through 
the above procedure, obtaining sets of irreducible 
representations of Q analogous to (30) and (31); we 
have only to replace nVn2' and ~ everywhere by 
n ~,n ~ and ~ b, respectively. This follows from the dis­
cussion at the end of Sec. II and, in particular, from 
the form invariance of the multiplication law under 
this substitution. Explicitly, we have representations 
t.;KJ analogous to (30) and .6.iPl analogous to (31), 
where 

t:.[~l[nlal +n2a2 ,A j ]{f(m)} 

= t.~Kl[n~bl + n~b2,Aj]{f(m)} = {gem)}, 

gem) = e 21riAj exp[- 2ni(K + ~ bTJm (32) 

+ i ~ bTJ n~)n~] f(m + n~) 

for all sequences {f(m)} E Z2 and 

-[p1 
t.b [n 1a1 + n2a2 ,Aj ]f(K) 

= Eipl[nfbf + n~b2,Aj]f(K) =g(K), 

(33) 

for all functions f(K) E L2(S). The components n~,n~ 
are related to n 1 ,n2 via (22). These representations 
obviously reduce to (30) and (31), respectively, when 
b = a == (a1,a2) and ~b =~. 

We have still to justify labeling the representations 
(33) and (31) by orbits [p]. We shall prove that 
~~11 "" ~~21 if and only if PI and P2 are in the same 
orbit. Consider the Fourier transform that maps 
f(K) E £2(S) on to the sequence {J(m)} E l2' where 

f(m) = g f(K)e-21riKm dK. 

Under this unitary transformation, the representation 
E~pl of (33) is transformed into the (equivalent) rep­
resentation r, where 

r[nfb1 + n~b2,Aj] {f(m)} = {gem)} , 

gem) = e2niA
j exp[- 2ni(p _ ~bTJm 

- HbTJn~)n~]f(m + n~). 

On comparing r with th~ repres~tations defined in 
(32) we see that r "" t.f ,where b = (b 2 ,b 1 ) is the 
vector pair complerpentary to b and where we have 
used the fact that ~ b = - ~ b. Consequently we have 
~1PJ "" t:.~J, and since we know from Theorem 1 that 

t:.f 11 "" t:. ~21 if and only if PI and P 2 belong to the 
same orbit [PI] = [P2], the assertion is proved. We 
have in fact proved the following. 

Proposition 2: Given the complementary factori­
zations Q =N(h])® H(h2) ~N(h2)®H(hl) for the 
two choices b == (hI' b2) and b == (h2' b1) of basic 
primitive lattice vector pair. Then, for the reprp.sen-

tations defined in (32) and (33) we have E ~Kl "" t.~Kl and 
ElKl "" t. ~K1 for all orbits [K] E S. In other wordS, the 
s~t of representations (32) and (33) obtained from 
complementary factorizations is the same; but in 
going from one factorization to the other the role of 
the strictly ergodic measure is interchanged with the 
role of the transitive measures (on the orbits). 

The next proposition establishes the equivalence re­
lationships among the t. ~l for varying b. 

Proposition 3: Let b == (hI' b2) and b' == (bi, b2) be 
any two basic vector pairs. Then t. ~~'l "" t.1K1 if and 
only if b1 = b1 and [K'] = [K]. 

Proof: It follows from (22) that the relation be­
tween the vector pairs b' and b is 

2 

b~ =:6 Lij b j , i = 1,2, 
j=1 (34) 

Lij integral, L11L22 -L12L21 = (~b'j~b) = ± 1 

for some Lij" Let us take the irreducible represen­
tation t:.~1 of Q obtained from the factorization Q = 
N(hl) ® H{b2) and defined in (32). Consider the fac­
torization Q = N{bl) ® H{b2). It follows from Theo­
rem 1 that t. [~ must be based on some ergodic H­
invariant measure on N (h'1 )(which will be physical), 
and to find this measure we determine the restriction 
t. ~Kl J. N{bl) of the representation to N(h]). For any 

,element [rbi,Aj] ofN(h]) forr an integer,we have, 
using (32) and (34), 

t.~K1[rbl,Aj]{J(m)} = {g(m)} , 

gem) = e21riAj exp[- 2ni(K + ~ bTJm (35) 
1 b ] + 2~ T/L 12r)L 11r f(m + rL12 ) 

for all {f(m)} E l2. By inspection, we see there are 
two cases: 

(a) L 12 = 0: Then the only solutions of (34) con­
sistent with the half-plane restriction on the basic 
vectors all have L11 = 1 and, consequently, b1 = b1. 
Furthermore, from (35) with L12 = 0 and L11 = 1, it 
follows that t. ~Kl J. N{b'I) is equivalent to a represen­
tation A~ of N(hll of the kind (26), where J1 is the ato­
mic measure J1[Kl concentrated in the orbit l K J. Since 
we know there is only one irreducible rep'resentation 
of Q based on each orbit, we must have t. ~Kl "" t. ~K,'l 
when (and only when) [K'] = [K]. 

(b) L 12 "" 0: From (35), the space l2 decomposes 
into a direct sum of I L12 I subspaces each invariant 
under N{b') In fact 1 - ,+,," 1L121 Z(s) where Z(5) 1 • , 2 - \2/ L.J S=1 2' 2 

consists of all those sequences {[em)} which have 
zeros everywhere except for m = s + uL12 , s a fixed 
integer with 0 <S s < / L I2 /, and u running over all 
integers. Let us consider the operations (35) restric­
ted to the subspace l~s). We can rewrite any vector 
of l~s) as a sequenceg = {g(u)} withg(u)=f(s + uLI2 ). 
Then from (35) 

t. [;J [rbi, Aj]{g(U)} = {h(u)}, 

h(u) = e 2TIiAj [a(u + r)ja(u)]g(u + r), (36) 

a(u) = exp[- 2niL11u(K + ~ bTJS + H bTJLI2u)]. 

Under the unitary transformation of l~s) onto L2(S) 

J. Math. Phys., Vol. 13, No.8, August 1972 



                                                                                                                                    

1278 M. H. BOON 

that maps {g(u)} onto g(f3) with f3 (0 ~ f3 < 1) the cyc­
lic coordinate for Sand 

g(j3) = 2.; e21Ti6ua(u)g(u), 
u:::::-oo 

the representation (36) of N (bl) is transformed into 
the representation y, where 

y[rbi, Aj]g(j3) = e2 !fiAj e-2!fiBr g(f3). 

Evidently, y is equivalent to a representation AI! of 
N (b]) of the kind (26), where Jl is the (strictly ergo­
dic) Lebesgue measure df3 on S. The argument is the 
same for each subspace l~S), so that altogether 
~~l! N(b'l) "" IL12 1 A for Jl = df3. From the last sen­
tence of Theorem 1 w: conclude that ~ ~Kl ':f ~ ~K:l for 
all [K']. The two results (a) and (b) prove the propo­
sition. 

These propositions establish the equivalence relation­
ships among all the representations of the form (32) 
and (33). Let us say that two basic vector pairs band 
b' are equivalent if b1 = bi, and write [b] to denote an 
equivalence class of basic vector pairs. From the 
Proposition 3, ~ ~Kl and ~ ~K) are equivalent represen­
tations if and only if b and b' are equivalent vector 
pairs. Therefore we will write ~ ~~ to denote the 
equivalence class of representations, individual mem­
bers of which are obtained by taking any b EO [b] (and 
any K EO [K]) in (32). As a consequence of Propositions 
2 and 3 we have 

Proposition 4: The irreducible representations 
~[~l of Q,for the different equivalence classes [b] and 
the different orbits [K], are mutually inequivalent and 
form the complete set of inequivalent representations 
defined in (32) and (33). We note that there is one 
equivalence class [b] for each choice of b 1 as the 
shortest lattice vector in its direction (in the allowed 
half - plane) . 

Returning to the original factorization of Q, with nor­
mal subgroup N == N(a1 ), we ask for the (physical) 

measure classes on which the different ~ [~ of Propo­
sition 4 are based. When [b] = [a], ~ ~~~ is, of course, 
the equivalence class of representations exemplified 
by (30) and based on the orbit [K] EO S. For any other 
[b], we find that 

~ [~l ! N = 11121 AI! ' Jl = dK on S, 

where the integer 112 is as in (22). This relation is 
obtained by the argument of part (b) of the proof of 
Proposition 3, with b' = a. Hence we have the follow­
ing proposition. 

Proposition 5: The irreducible representation 
~ f~l of Q is based on the transitive measure concen­
trated in the orbit [K] in S when [b] = [a] and on the 
strictly ergodic measure dK on S when [b] ;0' [a]. 

Thus there is, for each [K], a denumerable infinity of 
different irreducible representations based on dK, 
one for each choice of b 1 ;0' a 1 in the allowed half-_ 
plane. For the particular case b 1 == a 2 , i.e., [b] =[a], 
the equivalence clas_s of representations ~~i is the 
one exemplified by ~[p] of (31),for P == K. 

For completeness, we should say a word about the 
nonphysical irreducible representations of Q. These 
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are based on measures concentrated in the circle 
S~ EO N. For 1 ~111 irrational, the analysis is exactly 
as for the phYSical representations. When 1 ~111 = 
ml M is rational, the only measures are the transitive 
ones based on the orbits Oi<,,(O ~ K < 11M), as we 
have seen. For each orbit there is, following Theo­
rem 2, one induced representation for each irredu­
cible representation of the isotropy group Hi<. Since 
Hi< is commutative, its irreducible representations 
are one-dimensional; then the induced representations 
are, from definition (27), all of dimension M, the index 
of HK in H. These nonphysical representations of Q 
for I ~111 rational are isomorphic with the physical 
representations that one finds for a "rational" mag­
netic field 11' = ~11. 
We conclude by writing down the representations of 
G == P x Q for the two cases G == W and G = T 1) and 
by summarizing the main results of the section. 

Summary: (A) The group W is of Type I. The 
complete set of physical irreducible representations 
are the Kronecker products 

(37a) 

of the factors (24a) and (29). More explicitly, for the 
element [v,A] we have 

(37b) 

where the carrier space is L2 (R) and the expression 
for the second factor is given in (29). All these rep­
resentations are infinite-dimensional. 

(B) The group T 1) is not of Type I for irrational 1]. 

The identification of all the irreducible representa­
tions appears to be an unsolved mathematical prob­
lem for groups that are not of Type I. In the case of 
T ,this is true not only for all the irreducible repre­
s~ntations, but also for the subset of physical ones. 
Of the latter, those we have found are the Kronecker 
products 

(38a) 

of the factors (24b) and (32). Here [K] is an orbit in 
the circle S of unit circumference, and [b] is an equi­
valence class of basic primitive lattice vector pairs. 

More explicitly, the representation ~ ~~i [Kl is carried 
by the space l2 of sequences {f(m)} and is given by 

~[~i [K] [n 1a 1 + n 2a2 + n 3a3,A j ]{f(m)} 

= ~~t{Kl[nfb1 + ngb2 + n 3a3' Aj]{f(m)} = {gem)}, 
(38b) 

gem) = e 2niA j e-2TIiK3n3exp[_ 21Ti(K + ~bT/m 

+ %~bl1n~)n~]J(m + n~), 

where n f and n~ are related to n 1 and n 2 via (22) and 
n 3 is the same whatever the choice of b. All the rep­
resentations are infinite-dimensional. 

If we repeat the calculation with basic vector trios 
(c1' c 2 , a 3 ), where the c1 - Cz plane does not coincide 
with the a 1 - a2 plane, no new representations are 
obtained. This is shown in Appendix A. 

The representations for [b] = [a] and [b] == [a] in case 
(B) were given by Opechowski and Tam.4 We can now 
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answer two questions posed by them in Ref. 4 p.545. 
Question (1), in our terminology, asks whether for 
[b] = [a] the representation (38) is independent (to 
within equivalence) of the member of the orbit [K] 
from which t:;. f~ll is induced? The answer is yes, from 
Theorem 2 of the general (Mackey) theory. Question 
(2) asks whether the set of representations (38) for 
[b] = [a] is the same, apart from equivalence, as the 
set for [b] = [aJ. From our results (Proposition 4) 
the answer is no. 

IV. REPRESENTATIONS IN THE STATE SPACE 

In this section we examine the nature of the represen­
tations carried by the physical state space £ = L2 (R 3) 
for the two invariance groups we have been dealing 
with in cases (A) and (B), namely W for the potential­
free system and its subgroup T ij for the system with 
irrational field 1/ along a lattice vector.2 5 We should 
remark that Bentosela26 has made a detailed study of 
this problem for case (C) of a rational field along a 
lattice vector, from a somewhat different point of 
view. 

From the beginning, we shall express position and 
translation vectors in terms of any of the possible 
basic lattice vector trios (bv b 2, a 3) we have intro­
duced, the pair b = (b1' b2) being related to a = (aI' a 2 ) 

as in (22). Thus, take an arbitrary but fixed such 
trio for the following. Then, as a generalization of 
(4) and (6), we write 

r = Xfbl + X~b2 + x 3a 3, v = vfb l + v~b2 + v3a3, 

t = nfbl + n~b2 + n 3a 3. (39) 

(The third components have no superscript since they 
do not depend on b.) A given group element [v, A] of 
W or [t, Aj] of T ij retains precisely the same form as 
in (14) or (16), respectively, except that we make the 
replacements Xi ~ xf;v; ~ vp;n i ~nni = 1,2) and 
~ ~ ~ b, wherever appropriate. The respective multi­
plication laws (15) and (17) also retain the same form 
with the same replacements, as was mentioned at the 
end of Sec. II. 

For our purposes, the most appropriate way of de­
composing £ is in terms of the so-called Landau 
functions, which are continuous eigenfunctions of JC 
in the potential-free case. They are not square-integ­
rable, and the decomposition involves direct integra­
tion. 

The Landau functions will be defined relative to the 
framework of basic vectors (b1' b2, a 3), and for this 
purpose it is convenient to introduce an auxiliary 
cartesian coordinate system attached to the vectors. 
We write r = (x, y, z), with the positive z axis along 
a 3 , the x axis in the a 3 - b l plane directed so that b l 
has positive x projection, and the y axis making the 
system right-handed. Then the Landau functions are 
denoted II, k 3 k) b and given by 

(r Il,k 3,k)b =A(l,k3,k) exp{[(21Tik3z)la3] 

- ixx(b - J3)}u/(X I / 2 (y - 13», (40) 

where u l is the lth Hermite function, X = leBl/nc, 
13 = y k 3 + ok with y and 0 constants independent of 
the wave vectors,andA(I,k 3,k) is a normalization 
constant. This last is chosen to give convenient nor-

malization and transformation properties to the Lan­
dau functions. The precise definition of 13 andA(l,k 3, 
k) are found in Appendix B. Except for details depend­
ing on the lattice vectors, the functions (40) are those 
given by Johnson and Lippmann.27 

Of the labels in II, k 3' k) b, the first designates the 
Landau levell, and k3 and k are dimensionless wave 
vectors corresponding to propagation in the a 3 and b l 
directions? respectively. For any fixed b, the set of 
functions 1.ll, k 3' k) b It = 0, 1 ... 00 ; - 00 < k 3' k < oo} 
satisfy the relations of completeness and closure28 

b(l,k 3,kll',k3,k')b = 01l,o(k 3 -k3)o(k-k'), (41a) 

00 "" ~o fl oo Il, k 3' k) b dk 3dk b(l, k 3' k I = I, (41b) 

where, of the delta functions, ° II' is the Kronecker 
function and the others are Dirac functions, and I is 
the unit operator in £. We add to these relations the 
overlap integral between Landau functions defined for 
different basic vector pairs band b': 

b (1, k 3' k II' , k 3' k') b' 

= 0zz,o(k 3 -k3) b(l,k 3,k Il,k 3,k')b" (42) 

Here (i) if [b'J = [b],then the kernel b(l,k 3,kll,k3,k'\, 
is equal to 0 (k - k') and (42) reduces to (41a), and (ii) 
if [b'J o;t. [b], then the kernel is a bounded function con­
tinuous in k and k' (for each I and k 3 ). Relation (42) 
is derived in detail in Appendix B. 

In accordance with the properties (41) of the Landau 
functions, we can decompose £ as 

00 

£ =E8:0 Loo 'Jl1(I,k3)dk3' 
/~O 00 

(43a) 

'Jl1(1,k3) =E8 L: {(r II,k 3,k)b} dk, (43b) 

where {(r II, k 3' k) b} is the one-dimensional space 
spanned by the corresponding Landau function. The 
constituent spaces 'Jl1(I,k3) in (43a) are the eigen­
spaces for X in the potential-free case, correspond­
ing to the continuum eigenvalues 8 (I, k 3) = (n2k~/2 m) 
+ nw(l + !); w = I eB I Imc, respectively. The decom­
position (43) is valid for any choice of b. 

The Landau functions transform under the group ele­
ments [v, A J of W as 

(r I[V,A]II,k 3,k)b 

= e27fiA exp[- 21Ti(k3 v 3 + kvi - !~b1/viv~)J 

x (r II,k 3,k - ~bTJV~)b' (44) 

where to obtain this expression we have used (14) 
adapted to the vector pair b as described above, to­
gether with (5), (39), and the definition of the constants 
in the Landau function (40), to be found in Appendix B. 
The transformation under the elements [t, Aj] of Tn 
are found simply by restriction of (44) to Tij' We see 
from (43) and (44) that the spaces 'Jl1(I, k 3) are stable 
under the operations of Wand T ij' and therefore in 
both cases the analysis of the representation carried 
by £ is reduced to study of the representations in the 
'Jl1(I, k 3)' Thus we shall be dealing in the following 
paragraphs with a constituent space 'Jl1(I, k 3) for fixed 
values of I and k3' and these two labels will be omit­
ted wherever possible. The constituent space will be 
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denoted ~,and relations (41), (42), and (43b) are re­
placed by 

~ =c±J i: {(r Ik) b} dk, 

100 (45) 
b(klk')b =o(k-k'), -00 Ik)bdkb(kl=l, 

where 1 is now the unit operator in ~ and only the 
label k is retained in the Landau function. Let (r I cp) 
be any vector in~; then from (45) we have 

(46) 

where the Fourier transform function b(k I cp) is 
square integrable in k(- 00 < k < 00). We shall denote 
the (Hilbert) space of Fourier transforms p(k I cp) by 
~b. The Fourier transforms of the same ,r I cp) in 
two spaces ~ b and ~ b' corresponding to different 
vector pairs band b' are related by 

(47) 

where the kernel b(klk')b' is as defined in (42) with 
only the labels k and k' retained; it is given explicitly 
in Appendix B. We note from (46) and (47) that the 
assignments (r I cp) H b(k I cp) and b(k I cp) H b,(k' I cp) 
for all I cp) are unitary mappings of ~ onto ~b and 
~b onto ~b" respectively. 

Let us now take the two cases in turn: 

(A) We denote by r the representation of W carried 
by~. It is defined directly by (44) (for fixed land 
k 3 ), and under the unitary mapping (46) it is trans­
formed into the equivalent representation r b in ~b' 
given by 

b(kl[v,A]lcp) = e21fiA exp[- 21fi(k3v 3 + kv~ 

+ ~ ~b 1)Vfv~)] b(k + ~ b1JV~ I cp) (48) 

for all b(klcp) E ~b. The rb for different b are all 
(unitarily) equivalent via the mappings (47), and on 
taking b = a we see, by comparison of (48) with the 
representation of W defined by (37) and (29), that 
r ~ r a CO< f:j. k3 • [We recall that in (29) the label b = a 
is understood.] In particular, therefore, r is irredu­
cible. 

(B) The representation of .Tij carried by ~, denoted 
by 'Y, is evidently subduced from r of W. It is, how­
ever, no longer irreducible; we shall show that it is a 
primary representation of Tn and can be decomposed 
into irreducible constituents in an infinite number of 
different ways such that no two decompositions have 
a constituent in common. This proves it is not of 
Type 1.29 We first establish these different decompo­
sitions. The representation y is equivalent to the 
representation Y b in ~ b obtained by restriction of 
(48) to the element [t, A J of Tn: Thus 

b(k I [t,Aj] I cp) = e21fiAj exp[- 21fi(k3n 3 
b 1 b b b (k b b I ) + kn1 + 2~ 1)n 1n 2)] /) + ~ 1)n2 cp (49) 

defines Y b. We observe that the discrete nature of 
the translations in (49) allows us to make the decom­
position 

~b =c±J fJnl ~b(k)dk, Yb =c±J folnl y/)(k)dk, (50) 

where ~ b (k) is the space l2 of sequences {b(k + 1) m I 
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cp)} for which 6 m I b(k + 1)m I cp) 12 < 00, and k is res­
tricted here to the interval [0,11) I]. The space ~b(k) 
is stable under Tn and carries the representation de­
noted by y b (k) in (50). The form of Y b (k) follows from 
(49), and on comparing it with (38) we observe that 

(51) 

Therefore the constituent representations in the de­
composition (50) are all irreducible. Furthermore, 
the decomposition itself depends critically on the 
choice of b, or rather on the equivalence class [b]. 
Indeed, it follows from (51) and Proposition 4 of Sec. 
III that no two decompositions (50) possess an irre­
ducible constituent in common. In other words, the 
representation y, which is equivalent to y b for each 
b via a unitary mapping (46), is equivalent to an infi­
nite number of decompositions (50), one for each 
class [b], such that the irreducible constituents in one 
decomposition are inequivalent to those in all the 
others. This nonuniqueness of decomposition into 
irreducible constituents is a manifestation of the fact 
that Tn is not of Type 1. 

A further property of the decomposition (50) for a 
fixed b, is that the irreducible constituents are "in­
extricably mixed" in such a way that there are an 
infinite number of inequivalent ones contained in any 
interval, however small, in the integral over k. This 
is due to the erratic way in which the orbit [K] in (51) 
depends on K = (k)r. We cannot "disentangle" the 
representations by grouping the equivalent ones to­
gether, since, as we saw in Sec. II, the distinguishing 
labels would have to be a nonmeasurable set of the k. 

By availing ourselves of the transformation of ~ b 

onto ~ inverse to (46), we can find the decomposition 
of ~ equivalent to (50). It has the same form as (50), 
the constituent space labeled by k(O <s k < 11) I) carry­
ing a representation equivalent to (51), and conSisting 
of the space of functions (r 1<1» on R3 of the form 

00 

(r 1<1» = .6 (r Ik + 1)m)b b(k + 1)m I cp) (52) 
m;:;;-OQ 

for all sequences {b (k + 1)m I cp)} E ~ b(k). This con­
stituent space is a Hilbert space, with scalar product 
of I <I> 1) and I <I> 2) defined by 

00 

(<1>11<1>2)= .6 (cp1lk +1)m)b b(k +1)mlcp2). 
m=-OQ 

The proof that (r I <1» exists as an everywhere-defined 
and bounded function on R 3 is found in Appendix B. 
Reintroducing all the labels for a moment, this means 
that the infinite set of Landau functions {(r It, k3' 
k + 1)m)b 1m = 0, ± 1, ... ,± oo} span a space of wave­
functions carrying the irreducible representation 
f:j.~~i[K) of T 1]' where K3 = (k3)r and K = (k)r as in (51). 
Opechowski and Tam4 have made this observation 
for the case b = a and a crystal with orthorhombic 
symmetry. 

To prove that Y is primary, we shall use the fact that 
a representation is primary if and only if its commut­
ing algebra is a factor, i.e., has a center consisting of 
multiples of the identity operator.7 (We recall that 
the commuting algebra of a representation is the al­
gebra of bounded operators in the representation 
space that commute with each operator of the repre­
sentation, and that its center consists of those opera­
tors of the algebra that commute with every operator 
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of the algebra.) Consider the representation 'Yb in 
~b' Let A be any multiplicative operator in ~b de­
fined by 

b(klAI <t»= a(k) b(kl <t», a(k + 1) = a(k) (53) 

for all b(k I <t»E ~b' where a (k) is a bounded Lebes­
gue- measurable function on the infinite line with 
periodicity 1). It follows from (49) and (50) that A be­
longs to the commuting algebra of 'Yb' Any (bounded) 
operator in the centre of this algebra must therefore 
commute with all operators of the kind (53), as well 
as with 'Yb ; from a standard result on multiplicative 
operators30 and from Schur's lemma applied with 
reference to the decomposition (50), it follows that 
such an operator is then itself of the kind (53). The 
center is therefore contained in the set of operators 
A. An analogous conclusion is, of course, valid for 
any choice of b. Let us take b' so that [b'] "" [b]. 
Since the center of 'Yb must be mapped onto the cen­
ter of 'Yb', under the mapping (47) of ~b onto ~b' 
we have that 

a(k) b(kl<t» = fcoco b(klk')b' a'(k') b,(k'I<t» dk', (54) 

for all b(k I <t» E ~b' Here a' (k') is a bounded Lebes­
gue-measurable function on the infinite line with 
periodicity 1), which defines the image of A in ~b' 
via an expression analogous to (53). We now show 
that (47) and (54) imply that a(k) = a'(k') = const for 
all k and k', using a particular property of the kernel 
b(k I k') b' • Consider any operator [v, 0] belonging to 
the group W; from unitarity we have the invariance 

of the scalar product. Making this substitution for 
the kernel in (54) and using (44) for the transforma­
tion of the Landau functions under [v, 0]' we can re­
write (54) after a little manipulation as 

a(k - ~b1JV~) b(kl <t»= r: b(klk')b' 

x a'(k'-~b'T)V~') b,(k' I <t»dk'. 

Now choose v so that vf' = u, v{ = 0 for any real u; 
from the equality vf'b1 + v~'b2 =vfb1 + v~b2 and 
the relations (34) between b' and b, we have v~ = uL 12 , 

where L 12 "" 0 since [b'] "" [b]. Comparing the last 
eXpression with (54) we obtain immediately that 

for all u. Consequently a (k) is a constant function, 
and likewise a'(k') is equal to the same constant func­
tion: The center consists therefore of constant func­
tions only, and 'Y b ~ Y b' ~ 'Y is primary. It is not of 
Type I, as we have seen, because of the nonuniqueness 
of its decomposition into irreducible constituents des­
cribed earlier.29 

It is interesting to note the relationship between the 
representations r and'Y of Wand T I)' respectively, 
carried by the same space ~. In fact, from the re­
sults under headings (A) and (B) above, we can write 

y==rJ-T1/~;:,.k3J- T1)==[/3X;:"]J- TI) 

==XK3X [;:,.J-T IJ ], K3 =(k 3 )y, 

where we have used (25) and (37). The representation 

X k3 of PB is subduced from X k3 of PA ,and likewise 
;:,. 1 T 1) of Q B from A of Q. We can derive from these 
relations, together with (50) and (51), the following: 

Proposition 6: The representation of Til subduced 
from the irreducible representation;:" k3 of W is pri­
mary and not of Type 1. Two such representations 
subduced from ;:,.k3 and ;:,.k~ of W, respectively, are 
equivalent if and only if (k3)Y = (k 3 )y, and we write 
AK3 "" ;:,.k3 J- T

1J
, where K3 == (k3)Y' The primary rep­

resentation can be decomposed into irreducible con­
stituent representations of Tn as 

for any choice of b; for band b' such that [b'] "" [b] 
the corresponding two decompositions have no irre­
ducible constituent in common. Furthermore, if A == 
A J- T 1) is the representation of QB subduced from the 
irreducible representation A of Q A, then A is a pri­
mary representation not of Type I and 

A ~ llnl ;:,.[K] dk (k) o [b] , K == y' 

where inequivalent b give rise to different decompo­
sitions as in the last paragraph. 

In Proposition 6, the decomposition of AK
3 is formal 

in the sense that it relates equivalence classes of 
representations; those of (37) and (38), respectively. 
That the decomposition can be realized by selecting 
,a member from each equivalence class is exemplified 
by (50). The second part of the proposition, relating 
irreducible representation classes of the subgroups 
Q of (19) in the two cases (A) and (B), follows directly 
from the first part and from the definitions ;:,.k3 = 
Xk

3 X ;:,. and ;:"~~i[KJ==XK3 x ;:"[~l] of (37) and (38). 

Returning to a consideration of the whole state space 
.c, we let Q denote the representation of either group 
Wor T T/ carried by.c. Then, we conclude from the 
above analysis that, corresponding to the decomposi­
tion (43a) of .c, we have 

(A) 

(B) 
(55) 

where Q (l, k 3) is the representation in ~ ( 1, k 3). For 
case (A), the constituents are the irreducible repre­
sentations (37); for case (B), they are the primary 
representations given in Proposition 6. Whereas the 
set of irreducible constituents is uniquely determined 
in case (A), for case (B) the further decomposition of 
Q into irreducible constituents is highly nonunique, 
as follows from the analysis in this section. How­
ever, as was remarked at the end of Sec. I, the central 
decomposition of n, i.e., the decomposition into mut­
ually inequivalent primary representations, will be 
unique in both cases. It is obtained from (46) and (35) 
by combining in a direct sum all those constituent 
spaces $: (l, k 3) carrying equivalent representa;.tions. 
Thus, for case (A) the central decomposition of Q is 
given by 

.c == (£! r: $:(k3) dk 3' 

Q == EB i: Q(k 3)dk 3 , 

co 
$:(k3) == ® 2; 'Jll(l,k 3) 

I~O 

Q(k 3) "" IX) ;:,.k3 , 
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and for case (B) by 

.c = c±> fo1 ~(K3)dK3' 
00 00 

~(K3) = (jj ~ ~ ~(l, K3 + m), (56) 
/;0 m;-OO 

Q = (jj g Q(K 3)dK 3, Q (K3) "'" (X) AK
3. 

Here, the notation (X) y means an infinite direct multi­
ple of the representation y. Whenever y is primary,' 
then (X) 'Y is primary and of the same Type as 'Y ,9 so 
that the constituents in these two decompositions are 
indeed primary. Also, the primary constituents (X)tl. k3 

for case (A) are of Type I, as is to be expected, 
whereas the primary constituents (X) AK

3 for case (B) 
are not of Type I. 

V. SUMMARY AND REMARKS 

The invariance translation operator groups for the 
Hamiltonian of a Bloch electron in a uniform magne­
tic field have properties that are certainly unusual 
for systems encountered in solid state phYSics. As 
we have found in Sec. II, they are of Type 1 only when 
the components of the magnetic field relative to the 
lattice vector directions are rational numbers in 
terms of natural flux units. For these "rational" 
fields with Type I groups, the group theoretical analy­
sis presents no unfamiliar aspects. 1 - 4 ,26 The irre­
ducible representations, for instance, can all be clas­
sified and are all finite-dimensional. For the "non­
rational" fields, however, the situation is entirely dif­
ferent. We have confined our analysis to the case 
where the (non rational) field is along a lattice vector, 
but the general features will be the same for the field 
in an arbitrary direction. It turns out that here the 
group has an infinite number of classes of physical 
irreducible representations, all of infinite dimension. 
They are summarized at the end of Sec. ID. There 
may be more; since the group is not of Type 1 in this 
case, there is at present no method available for de­
termining them all with certainty. In any case, it is 
just these representations of Sec. III that occur in the 
decompOSition of the representation carried by the 
state space .c into irreducible constituents, and we 
are therefore able to analyze this representation ex­
plicitly (Sec. IV). The decomposition into irreducible 
constituents is far from unique and can be accom­
plished in an infinite number of different ways. This 
is a manifestation of the fact that the group is non­
Type 1 and shows that the concept of irreducible rep­
resentation plays a much more ambiguous role here 
than in the usual applications of group theory to quan­
tum systems. By contrast, the central decomposition 
(56) into disjoint primary constituents is unique, in 
the sense that the set of different primary represen­
tations that occur is unique; and, therefore, it is the 
primary rather than the irreducible representations 
that appear to have the greater significance, in the 
phYSical as well as the mathematical context. These 
primary constituents in (56) are not of Type I, as is 
proved in Sec. IV; and, in fact, Grossmann has shown 
in an independent study that they are of Type 11.25 

Grossmann's demonstration is an abstract one (using 
the properties of symplectic forms on phase space); 
our method is complementary to his in being more 
concrete, as we use explicit decompositions of the 
primary representation into irreducible constituents 
(whose carrier spaces are spanned by the well-known 
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Landau functions for a free electron in a magnetic 
field) . 

When we come to consider the spectrum of the Hamil­
tonian, it is again the primary rather than the irredu­
cible representations which appear to be the most 
important. For, as described at the end of Sec. I, 
there is a natural decomposition of JC that corres­
ponds to the central decomposition of its invariance 
group, which for the case of (56) will have constit­
uents which we can label JC(K3) (0 ~ K3 < 1) in an evi­
dent notation, where JC(K3) is an operator in ~(K3)' 
Weare then left with the difficult problem of finding 
the spectrum of JC(K3); what information on this spec­
trum can be deduced from the fact that ~ (<< 3) carries 
a Type II primary representation of the invariance 
group of JC remains to be investigated. 

The enlargement of the invariance groups to include 
rotational symmetries will make no essential differ­
ence to the general features of the analysis in this 
paper, since the enlarged groups are only finite ex­
tensions of the original ones. 

There are, of course, other physical problems besides 
the energy spectrum for which the implications of 
the unusual properties of the groups need to be 
studied: the behavior of the selection rules, for ex­
ample. Although these phYf3ical questions are not 
dealt with here, this paper is intended to be a contri­
bution to laying the necessary basis for their inves­
tigation. 
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APPENDIX A 

We show that a representation of T ~ that is analogous 
to (38), but constructed with reference to a basic pri­
mitive lattice vector trio (c1, c2' a3) where the 
c1 - C2 plane is not (necessarily) coincident with the 
a1 - a2 plane, is equivalent to one of the set (38). 

The group T~, therefore, is now factorized as 

(AI) 

where P is as in (19b) andN(c l ),H(c2 ) are defined 
analogously to (23). As in Sec. II, the domain of c 1 
and c2 must be restricted in order to obtain a one­
to-one correspondence between the factorizations of 
Q' and the pairs (cl' c2) in the same plane. This is 
done as follows. For a given basic vector trio (cl' 
C2' a 3 ), there is always a uniquely-determined basic 
vector trio (b1' b 2 , a 3 ) with b l , b2 in the a 1 - a 2 
plane and 

(A2) 

for r l' r 2 uniquely determined integers. We restrict 
the domain of cl and c 2 so that b l and b2 lie in the 
allowed half-plane defined in Sec. II. Then, to each 
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allowed e == (c 1 , c2 ), there is a unique allowed b == 
(h1> b2 ) and a unique pair of integers r 1> r 2 defined by 
(A2). Let 

be any vector expressed in terms of the two vector 
trios (the third component with respect to the first 
trio bears the label e, because it now varies when the 
vector pair e moves ,out of the a 1 -a2 plane). Then, 
using (A2) and (A3) we have 

n ~ = n L n ~ = n ~, n g = n ~ + r 1 n ~ + r 2 n ~, 

~c = ~b, (A4) 

relating the components and signs of the two vector 
trios. 

Applying the general procedure of Sec. III to the fac­
t~;~~]ation (AI! of T lJ' ,!,e construct a representation 
t,[e] of T lJ wIth carrier space 12 in analogy with (38), 
where 

t,~gi[K.l [n ~ C1 + n 2c 2 + n ga3, Aj]{f(m)} = {gem)}, 

andg(m) is given by the third line of (38b) with the 
replacement ofn~,n~,n3 and ~b by n i,n2,ng and ~c, 
respectively. If we use Eqs. (A3) and (A4) to express 
both sides of this relation back in terms of n b

1 n 2
b n , '3 

and ~b, and then make the unitary mapping {fem)} -7 

{h(m)}; hem) = exp(- 21TiK 3 r 2 m)f(m) of Z2 onto itself, 
we verify with a little algebra that t,'[J{1Il is trans­
formed into the representation t,'[tj[K+r1K3] of the set 
(38). Here [b] is the equivalence class to which the b 
of (A2) belongs. 'Therefore the choice of e as vector 
pair gives no new representation. 

APPENDIX B 

Here we derive several properties of the Landau 
functions (40) used in Sec. IV. We repeat the defini­
!ion in more detail. The Landau function {rI1, k 3' k)b 
IS defined relative to the basic vector trio (hI' b 2 , a 3 ) 
and expressed in terms of the cartesian coordinates 
(x, y, z) attached to these vectors, where we recall: 
The z axis is positive along a3 , the x axis is in the 
a 3 - b 1 plane directed so that b 1 has positive x pro­
je.ction, and the y axis makes the system right-handed. 
This means that 

a3z = a3 > 0, a 3x = a 3y = b2y = 0, 

b lx > 0, b 2y 7' 0, (Bl) 

where a 3z , b2y , etc. denote the projections of the 
basic vectors along the Cartesian axes, in an obvious 
notation. The full definition of (42) is 

(r /l, k 3' k) b = A (l, k 3' k) exp{[(21Tik 3z )/ a3] 

- ixx{~y - !3)}u Z(X I / 2 (y - (3», 

X = I eB I/(ne), (3 = (b2y/~b'T/) [(k 3blz/a3) - k], (B2) 

A(I,k3,k) = il X1l4(2Z1! 1Tl/2 blxa 3)-1/2 exp[- i</>(k, k 3)], 

</>(k,k3) = ({3/b 2y )[ix{3b 2x + (21Tk 3b2z/a 3)]. 

All quantities in (B2) are well-defined in virtue of 
(Bl). For the Hermite functions, we have 

U z (0 = exp(- i ~2) Hz (~) } 

Ie;, Ul(OU1,(~)d~ = 21Z11T1/20z.z, , 
(B3) 

where Hz is the lth Hermite polynomial. The magni­
tude of A(I,k3,k) in (B2) is chosen so that the func­
tions are normalized as in (4la), and its phase is cho­
sen so that they transform conveniently under the 
group operations as in (44). There are two parts to 
this Appendix. 

I. We show that the functions (52), which we write 
here as 

00 

(r I~)= L) am{r II,k 3,k + 'T/m)b, 
m=-oo 

00 

L) la m l2 = e2 < 00, 
m=-OQ 

exist as everywhere defined functions on R 3. Here e 
is a real positive constant. From Schwartz's in­
equality we have 

I{r I~) I ~ e C~oo 1 (r Il,k3,k + 'T/m)b 12)1/2 ~ e1 

x CP-oo U~(x1/2(y-e2-e3m»1I2), 
where e:!., e 2' and e 3 are real constants depending only 
on l, k 3' k and the basic vectors. In the second step 
we used (B2). The infinite sum in the square brackets 
is uniformly bounded in y, as follows from the defini­
tion of U z in (B3). Hence (r I~) exists for all r E R3 
and is uniformly bounded on R3. 

II. We calculate the overlap integral (42) between 
Landau functions {r Il,k 3,k)b and (r II',k 3,k')b' de­
fined relative to different basic vector pairs b and b' • 
The two sets of cartesian axes (x, y, z) and (x', y' , z') 
attached to the trios (b1> b2 , a 3 ) and (bl' bz, a 3 ), rel'l­
pectively, are related by 

x' = x cose + y sine, y' = - x sine + y cose, 

z'=z, o~ e<1T, (B4) 

where e is the angle between the a3 - b1 and a 3 - b1 
planes. The restriction on the range of e arises from 
the half-plane restriction on the basic vectors. Note 
that e = ° if and only if b't = b 1 , i.e., [b'] = [b]. We 
shall write the overlap integral b{l, k 3' k II', k3' k')11 ==~; 
on expressing the two functions in the appropriate ex­
plicit form (B2), the z' = z coordinates can be inte­
grated out immediately to give 

a = A*(I,k3' k)A'(l',k 3,k')a3 O(k3 - k3) J, (B5) 

where 

J = k2 exp[ iix(xy - x'y') - iX(x{3 - X'{3')] 

X uz{X1l2(y - i3»u z'{X1/ 2(y' - {3'»dxdy. 

Here x' and y' are related to x and y through (B4). 
The star in (B5) denotes the complex coniugate~ the 
primed functions A' and {3'have the same form in the 
primed variables I', k3, k' and primed vectors b' 
(whose projections b1z , etc, are taken with respect to 
the primed coordinate axes) as have A and i3 in the 
corresponding unprimed quantities in (B2). We now 
distinguish two cases: 
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(i) [b'] == [b], Le., /} == O. Then x' = x, y' = y, and, 
using (B3), we obtain 

Substituting in (B5) and using the definitions of the 
normalization constants and of {3 and {3' from (B2), 
we have 

We recover (41a) on noting that, from (B2) and (13), 

Here we recall that the volume I n I of the unit cell is 
independent of the basic vector trio: I n I = I a3 ' a l x 
a2 1 == I a3 ' b l x b2 1 == a 3b lx I b 2y I. 
(ii) [b'] ,r. [b], i.e., 0 < e < 1T. Changing the indepen­
dent variables in the integral J from x, y to w, w', 
where 

w = Xl / 2 (y - (3), w' == Xl/2 (y'- (3') 

== X1/2 (- x sine + y cose - (3'), 

we obtain, with the aid of (B4) and a little rearrange­
ment, 

J = X- l cosece exp{- t iX[{32 + ({3')2] cote 

+ ix[{3{3' cosece]) JR2 expHi [w 2 + (w')2] cote 

- iww' cosece}uz (w)uz,(w')dwdw'. 

To eval1,late the integral in this expression, we need 
a relation between Hermite functions: 
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r: expHi[w2 + (w')2] cote - iww' cosece}ul(w)dw 

== exp[il(1T - e) + i(h - t e)] (21T sine)1I2 ul(w'), 
(B7) 

valid for 0 < e < 1T. 31 This relation can be estab­
lished by induction on l, for example, using the re­
currence formula 

-f:w [exp(- t w2)u l (w)] = - exp(- tW2)u l+l (w). 

Via (B7) and (B3) in the last expreSSion for J, and 
substituting the value so obtained in (B5), the overlap 
integral becomes 

J = 0 II' 6(k3 - k 3)J<:, 

J<:= (21T csce Ix b lxblx)1/2 exp [il(1T - e) + i (tn - t e)] 

x exp{i[cp(k,k3) - CP'(k',k 3)] (BS) 

- t i X[{32 + ({3')2] cote + ix{3{3' csce}. 

Here the explicit expressions for the normalization 
constants have been inserted. On comparing with (42) 
we see that J<: is just the kernel b(l, k 3' k Il, k 3' k')/I 
[written later as b(klk')b' in (47)]. Therefore Eq. (BS) 
proves (42), and also the assertion that the kernel is 
a bounded continuous function in k and k', since J<: 
evidently possesses these properties. 

An interesting special case is when the crystal is 
orthorhombic and when b == a == (al' a2), b' = a == 
(a2, a l ). Here the two Landau functions represent 
waves, with wave vectors k and k' , respectively, pro­
pagating at right angles to each other along two 
principal crystal directions, and in a plane at right 
angles to the magnetic field. With the aid of (B2) and 
(B6) the kernel J<: reduces in this case to the Fourier 
transform 
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seille, France) Report No. 71/p. 409 (1971). 
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27 M. H. Johnson and B. A. Lippmann, Phys. Rev. 76,828 (1949). 
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173 (1951). 
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32 Note added in proof: For irrational 11, the different N(b1 ) are all 
maximal Abelian normal subgroups of Q. We remark, in this con-

nection, that the list of maximal Abelian normal subgroups of T 
given in Table I of Ref. 4 is incomplete. n 
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A perturbation theory is developed for self-adjoint operators whose resolvents leave a cone invariant. The 
Perron-Frobenius theory may be applied to the perturbed operator to conclude that its lowest eigenvalue has 
multiplicity one. In quantum field theory this gives uniqueness of the vacuum for a class of fermion interactions 
different from that considered by Gross. 

1. INTRODUCTION 

Consider a self-adjoint operator H 0 acting in the Hil­
bert space JC. Assume that V is another self-adjoint 
operator acting in JC and thatH = Ho + Vis also self­
adjoint. (For instance if V is bounded this is always 
so.) A fundamental problem in linear perturbation 
theory is to get information about the spectrum of H 
from a knowledge of the spectrum of H o' 

The standard approach is the Rayleigh-SchrOdinger 
expansion in powers of V. The difficulty is that V 
must be sufficiently small for this expansion to con­
verge. [For instance, consider the case when Ilo is an 
isolated eigenvalue of Hoof multiplicity one. Let d be 
the distance from J.1-o to the rest of the spectrum, and 
let S be the circle in the complex plane with center 
J.1-o and radius d/2. The projection onto the eigenspace 
of H 0 corresponding to J.1-o is then Po = - (21Ti)-ljs 
(Ho - z )-ldz. If V is sufficiently small (for instance if 
Ilvll < d/2), then the expansion (H - z)-l = (Ho - Z)-l 
~';;"=o (- V(H 0 - z)-l)n converges for z on S. In that 
case H has an eigenvalue j.l inside Sand P = (- 2ni)-1 
Js (H - z)-ldz is the corresponding projection. Thus 
P depends analytically on V; we conclude that J.1- also 
has multiplicity one.1] 

Any source of information about the spectrum of H 
that does not depend on the convergence of this expan­
sion is thus obviously of great value. One such source 
is the Perron-Frobenius theory, based on the notion 
of invariant cone. The main conclusion of this theory 
is that in certain circumstances (often met in quantum 
mechanics) the lowest eigenvalue of H is of multipli­
city one, that is, the ground state is unique. 

The Perron-Frobenius theory has recently been 
applied to quantum field theory in the boson case by 
Glimm and Jaffe. 2 In a fundamental paper, 3 Gross 
has extended the theory in a direction suited for 
application to the fermion case. Using a representa­
tion of the fermion Fock space due to Segal,4 he has 
been able to conclude uniqueness of the ground state 
for a class of fermion interactions. 

In the present paper we develop an abstract version 
of the Perron-Frobenius theory in a form suited for 
applications to quantum mechanics. The setting is a 
Hilbert space and a given cone in the space; no 
special algebraic properties of the space or of the in­
teraction are assumed. The main abstract results 
are the perturbation theorems in Sec. 4. This theory 
is applied to give uniqueness of the ground state for a 
different class of fermion interactions from that con­
Sidered by Gross. The main result here is Theorem 
4 in Sec. 7. 

2. REAL HILBERT SPACES IN QUANTUM 
MECHANICS 

In quantum mechanics one deals usually with a com­
plex Hilbert space. However, it is worth recalling 
that many problems may be reduced to problems in a 
real Hilbert space. 5 In fact, let W be a complex Hil­
bert space and let T: W ---7 W be a conjugation. That 
is, T is an anti linear map with T2 = 1 which is anti­
unitary: (Tu, Tv) = (u, v)*. An element u in W such 
that T u = u is called real. The set of all real ele­
ments forms a real Hilbert space JC. 

Now if A: W ---7 W is a linear operator such thatAT= 
TA, then A leaves the real space invariant. Such an 
operator is called real (with respect to T). It is easy 
to see that many questions concerning the spectrum 
of A: W ---7 'W may be reduced to questions about the 
restricted operator A : JC ---7 JC acting in the real Hil­
bert space. For instance, if Au = A u with A real and 
~ in 'W, then AU 1 = AU 1 andAu2 = AU2, where u = ul + 
lU2 and u 1 and u2 are in JC. Thus the multiplicity of 
the eigenvalue A may be computed in the real space. 

The obvious example is'W = L2(M, j.l) with inner pro­
duct (u, v) = JM u*vdj.l. Then Tu = u* defines a con­
jugation and JC is the space of real functions in L2. 

In the nonrelativistic quantum mechanics of particles 
there is a conjugation which has a physical interpre­
tation. The Hilbert space for a system of n particles 
may be taken to be 'W = L2(R3n, dx) inthepositionre­
presentation. The conjugation T is given by Tu(x) = 
u(x) *. The interpretation of T is most easily seen in 
the momentum representation. Let F: 'W ---7 L2(R 3 n, dk) 
be the Fourier transform, which gives the isomor­
phism with the momentum representation. Then the 
formula FTF-lg(k) = g(- k)*, g E L2(R3n,dk) shows 
that T has effect of reversing momenta. Since follow­
ing a process backward in time has the effect of re­
versing momenta, T is called the time reversal con­
jugation. The usual Hamiltonian operators are real 
with respect to time reversal. 

3. INVARIANT CONES 

The notion of a Hilbert cone is an abstraction of the 
special case of the cone of positive functions in L2. 
For this case Glimm and Jaffe2 have given an elegant 
theory; the present approach is in part an abstract 
version of theirs. 

Definition 1: Let JC be a real vector space. A 
cone is a nonempty subset :Ie of JC such that 

U E :Ie, v E :Ie implies u + v E :Ie; 

u E :Ie, a ~ 0 implies au E:Ie; 

(1) 

(2) 

J. Math. Phys., Vol. 13, No.8, August 1972 



                                                                                                                                    

REPRESENTATIONS OF THE INVARIANCE GROUP 1285 

32 Note added in proof: For irrational 11, the different N(b1 ) are all 
maximal Abelian normal subgroups of Q. We remark, in this con-

nection, that the list of maximal Abelian normal subgroups of T 
given in Table I of Ref. 4 is incomplete. n 

Invariant Cones and Uniqueness of the Ground State for Fermion Systems 

William G. Faris 
Battelle Advanced Studies Center, Geneva, Switzerland 

(Received 29 February 1972; Revised Manuscript Received 29 March 1972) 

A perturbation theory is developed for self-adjoint operators whose resolvents leave a cone invariant. The 
Perron-Frobenius theory may be applied to the perturbed operator to conclude that its lowest eigenvalue has 
multiplicity one. In quantum field theory this gives uniqueness of the vacuum for a class of fermion interactions 
different from that considered by Gross. 

1. INTRODUCTION 

Consider a self-adjoint operator H 0 acting in the Hil­
bert space JC. Assume that V is another self-adjoint 
operator acting in JC and thatH = Ho + Vis also self­
adjoint. (For instance if V is bounded this is always 
so.) A fundamental problem in linear perturbation 
theory is to get information about the spectrum of H 
from a knowledge of the spectrum of H o' 

The standard approach is the Rayleigh-SchrOdinger 
expansion in powers of V. The difficulty is that V 
must be sufficiently small for this expansion to con­
verge. [For instance, consider the case when Ilo is an 
isolated eigenvalue of Hoof multiplicity one. Let d be 
the distance from J.1-o to the rest of the spectrum, and 
let S be the circle in the complex plane with center 
J.1-o and radius d/2. The projection onto the eigenspace 
of H 0 corresponding to J.1-o is then Po = - (21Ti)-ljs 
(Ho - z )-ldz. If V is sufficiently small (for instance if 
Ilvll < d/2), then the expansion (H - z)-l = (Ho - Z)-l 
~';;"=o (- V(H 0 - z)-l)n converges for z on S. In that 
case H has an eigenvalue j.l inside Sand P = (- 2ni)-1 
Js (H - z)-ldz is the corresponding projection. Thus 
P depends analytically on V; we conclude that J.1- also 
has multiplicity one.1] 

Any source of information about the spectrum of H 
that does not depend on the convergence of this expan­
sion is thus obviously of great value. One such source 
is the Perron-Frobenius theory, based on the notion 
of invariant cone. The main conclusion of this theory 
is that in certain circumstances (often met in quantum 
mechanics) the lowest eigenvalue of H is of multipli­
city one, that is, the ground state is unique. 

The Perron-Frobenius theory has recently been 
applied to quantum field theory in the boson case by 
Glimm and Jaffe. 2 In a fundamental paper, 3 Gross 
has extended the theory in a direction suited for 
application to the fermion case. Using a representa­
tion of the fermion Fock space due to Segal,4 he has 
been able to conclude uniqueness of the ground state 
for a class of fermion interactions. 

In the present paper we develop an abstract version 
of the Perron-Frobenius theory in a form suited for 
applications to quantum mechanics. The setting is a 
Hilbert space and a given cone in the space; no 
special algebraic properties of the space or of the in­
teraction are assumed. The main abstract results 
are the perturbation theorems in Sec. 4. This theory 
is applied to give uniqueness of the ground state for a 
different class of fermion interactions from that con­
Sidered by Gross. The main result here is Theorem 
4 in Sec. 7. 

2. REAL HILBERT SPACES IN QUANTUM 
MECHANICS 

In quantum mechanics one deals usually with a com­
plex Hilbert space. However, it is worth recalling 
that many problems may be reduced to problems in a 
real Hilbert space. 5 In fact, let W be a complex Hil­
bert space and let T: W ---7 W be a conjugation. That 
is, T is an anti linear map with T2 = 1 which is anti­
unitary: (Tu, Tv) = (u, v)*. An element u in W such 
that T u = u is called real. The set of all real ele­
ments forms a real Hilbert space JC. 

Now if A: W ---7 W is a linear operator such thatAT= 
TA, then A leaves the real space invariant. Such an 
operator is called real (with respect to T). It is easy 
to see that many questions concerning the spectrum 
of A: W ---7 'W may be reduced to questions about the 
restricted operator A : JC ---7 JC acting in the real Hil­
bert space. For instance, if Au = A u with A real and 
~ in 'W, then AU 1 = AU 1 andAu2 = AU2, where u = ul + 
lU2 and u 1 and u2 are in JC. Thus the multiplicity of 
the eigenvalue A may be computed in the real space. 

The obvious example is'W = L2(M, j.l) with inner pro­
duct (u, v) = JM u*vdj.l. Then Tu = u* defines a con­
jugation and JC is the space of real functions in L2. 

In the nonrelativistic quantum mechanics of particles 
there is a conjugation which has a physical interpre­
tation. The Hilbert space for a system of n particles 
may be taken to be 'W = L2(R3n, dx) inthepositionre­
presentation. The conjugation T is given by Tu(x) = 
u(x) *. The interpretation of T is most easily seen in 
the momentum representation. Let F: 'W ---7 L2(R 3 n, dk) 
be the Fourier transform, which gives the isomor­
phism with the momentum representation. Then the 
formula FTF-lg(k) = g(- k)*, g E L2(R3n,dk) shows 
that T has effect of reversing momenta. Since follow­
ing a process backward in time has the effect of re­
versing momenta, T is called the time reversal con­
jugation. The usual Hamiltonian operators are real 
with respect to time reversal. 

3. INVARIANT CONES 

The notion of a Hilbert cone is an abstraction of the 
special case of the cone of positive functions in L2. 
For this case Glimm and Jaffe2 have given an elegant 
theory; the present approach is in part an abstract 
version of theirs. 

Definition 1: Let JC be a real vector space. A 
cone is a nonempty subset :Ie of JC such that 

U E :Ie, v E :Ie implies u + v E :Ie; 

u E :Ie, a ~ 0 implies au E:Ie; 

(1) 

(2) 
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U E Je, -u E Je implies u = O. (3) 

Let JC be a real Hilbert space. A Hilbert cone Je c JC 
is a cone such that 

Je is closed; (4) 

u E Je, v E Je implies (u, v);;. 0; (5) 

For all w E JC, there exist u, v E Je with 
w = u - v and (u, v) = O. (6) 

The most important example is the case of the real 
Hilbert space JC = L2(M, Ji.), where Ji. is a measure in 
the measure space M. The inner product is of course 
(u, v) = 1M uvdJi.. If Je = {u E L2 : u ;;. 0 a.e.}, then Je 
is a Hilbert cone. It is important to notice that in 
general this cone has no interior points. 

There exists an extensive theory of invariant cones; 
however, most uniqueness results are either for the 
case of a cone with nonempty interior or for the case 
of a Banach lattice. 6 While L2(M, Ji.) is certainly a 
Banach lattice, in the application to fermion systems 
the space is not a lattice. In fact, already the space 
of self-adjoint 2 x 2 matrices (with the cone of posi­
tive matrices) provides an example where the space 
is not a lattice. 

In the following we will usually write u ;;. 0 when u E 

Je. 

Definition 2: Let JC be a real Hilbert space and 
Je c JC be a Hilbert cone. A vector w ;;. 0 is strictly 
positive if whenever u ;;. 0, u ;>< 0, then (u, w) > o. 
In the example of the space L2(M, Ji.) w is strictly 
positive if and only if w > 0 a.e. 

Definition 3: Let JC be a real Hilbert space and 
Je C JC be a Hilbert cone. Let A: JC ~ JC be a bound­
ed linear operator. A is positivity preserving if u ;;. 
o implies Au ;;. O. A is positivity improving if for all 
u ;;. 0, u ;>< 0, A u is strictly positive. A is ergodic if 
for all u ;;. 0, v;;. 0, u ;>< 0, v;>< 0, there exists an 
integer n ;;. 0 such that (u, A nv) > O. 

If A is positivity improving, then A is certainly ergo­
dic. Another relation between these two concepts is 
expressed in the following proposition. 

Proposition 1: Let Je C JC be a Hilbert cone. Let 
A: :Ie ~ JC be a bounded, positivity preserving linear 
operator. Let;\. > IIA II. Then A is ergodic if and only 
if (;\. - A)-l is positivity improving. 

Proof: The representation (;\. -A)-l = ;\.-lL;n 
(A/;\.)n shows that (;\. - A)-l is positivity preserving 
and that A is ergodic if and only if (;\. - A)-l is posi­
tivity improving. 

The next result is the version of the Perron­
Frobenius theorem we shall need. It should be noted 
in connection with the statement of the theorem that 
an operator on a real Hilbert space can be positive 
but not self-adjoint. 

Theorem 1: Let JC be a real Hilbert space. Let 
A: JC ~ JC be a bounded positive self-adjoint operator. 
Assume that II A II is an eigenvalue of A. Let Je C JC be 
a Hilbert cone. Assume that A is positivity preserv­
ing. Then A is ergodic if and only if II A II is an eigen-
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value of multiplicity one and the corresponding eigen­
space is spanned by a strictly positive vector. 

Proof: Let;\. = II A II. Throughout the proof we take 
;\. ;>< O. 

Assume first that A is ergodic. Consider w ;>< 0 with 
A w = ;\. w. Write w = u - v with u ;;. 0, v;;. 0, (u, v) = 
o and set z = u + v. Then z ;;. 0 and (z,z) = (w,w);>< 
O. Since An is positivity preserving, (w,Anw).,; 
(z,Anz). Hence we have ;\.n(w,w) = (w,Anw) .,; (z,Anz) 
.,;;\.n(z,z) = ;\.n(w,w), that is, (w,Anw) = (z,Anz). In 
terms of u and v this says (u,Anv) = O. Since A is 
ergodic, it follows that u = 0 or v = O. Thus we have 
shown that w ;;. 0 or - w ;;. O. 

Next we show that if w ;;. 0, then w must be strictly 
positive. For if u ;;. 0 and u ;>< 0, then (since A is ergo­
dic) there must exist an n ;;. 0 with ;\.n(u,w) = (u,Anw) 
> O. 

To show that;\. can have multiplicity at most one, 
assume the contrary. Then there are w ;>< 0 and x ;>< 0 
withAw=;\.w andAx =;\.x and (x,w) = O. From the 
above we see that we may also assume that wand x 
are strictly positive. But then (w, x) > 0, which is a 
contradiction. 

For the proof of the converse, let w be a strictly posi­
tive unit vector spanning the eigenspace. Let u ;;. 0 
and v ;;. 0 be nonzero vectors. Write v = x + (w, v)w, 
so that (x,w) = O. Then Anv = Anx + ;\.n(w, v)w, so 
;\.-n(u,Anv) = ;\.-n(u,Anx) + (u,w)(w, v). Since x is 
orthogonal to the eigenspace corresponding to ;\., and 
since our assumption that A ;;. 0 excludes the possi­
bility that - ;\. is an eigenvalue, the spectral theorem 
implies that (u, (A/;\.)nx) ~ 0 as n ~ 00. Since (u, w) 
(w, v) > 0, it follows that ;\.-n(u,An v) > 0 for some n 
sufficiently large. 

Remark: The example of the matrix A = (~ 6) 
acting in R2 shows that A may be positivity preserv­
ing and ergodic, and yet - II A II may be an eigenvalue. 
Of course, this A is not positive, since its eigenvalues 
are ± 1. 

Corollary 1. 1: Let Je C JC be a Hilbert cone. Let 
H be a self-adjoint operator acting in JC. Assumethat 
there exists an eigenvalue Ji. of H with H ;;. Ji.. Assume 
that (H + C)-l is positivity preserving for some c 
with c + Ji. > O. Then (H + c)-l is ergodic if and only 
if Ji. is an eigenvalue of multiplicity one and the cor­
responding eigenspace is spanned by a strictly posi­
tive vector. 

Proof: SetA = (H + C)-l. Then A;;. 0, IIAII = 
(tJ. + C)-l, and Aw = (tJ. + c)-lw if and only if Hw = tJ. w• 

Proposition 2: Let Je C JC be a Hilbert cone. Let 
H be a self-adjoint operator which is bounded below. 
Then exp( - tH) is positivity preserving for all t ;;. 0 
if and only if (H + c)-l is positivity preserving for all 
c sufficiently positive. 

Proof: This equivalence follows from the formula 

(H + C)-lV = Joo exp(- ct) exp(- tH)vdt 
o 

and the inversion formula 

exp(- tH)v = lim (1 + (t/n)H)-nv. 
n->oo 
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Definition 4: Let:K C JC be a Hilbert cone. Let H 
be a self-adjoint operator acting in JC which is bound­
ed below. Assume that exp(- tH) is positivity pre­
serving for all t ? O. Then the family exp(- tH), t ? 0 
is an ergodic semigroup if for all u ? 0, v? 0, u ;e 0, 
v ;e 0, there exists t ? 0 with (u, exp(- tH)v) > O. 

Proposition 3: Let:K C JC be a Hilbert cone. Let 
H be a self-adjoint operator which is bounded below. 
Assume that exp( - tH) is positivity preserving for all 
t ? O. Let c be a real number such that - c is less 
than the lower bound of H. Then exp( - tH) is an ergo­
dic semigroup if and only if (H + c)-I is positivity 
improving. 

Proof: 

(u, (H + C)-Iv) = Joo exp(- ct) (u,exp(- tH)v) dt. 
o 

Corollary 1.2: Let:K C JC be a Hilbert cone. Let 
H be a self-adjoint operator acting in JC. Assumethat 
there exists an eigenvalue iJ. of H with H ? iJ.. Assume 
that exp( - tH) is positivity preserving for t ? O. Then 
exp( - tH) is an ergodic semigroup if and only if iJ. is 
an eigenvalue of multiplicity one and the correspond­
ing eigenspace is spanned by a strictly positive 
vector. 

Proof: SetA = exp(-H). Then 0 ~ A ~ IIAII = 
exp(- Il). The Perron-Frobenius theorem (Theorem 
1) remains valid if the definition of ergodic is modi­
fied to allow nonintegral powers of A, as in the defini­
tion of ergodic semigroup. But At = exp( - tH). 

The notion of ergodic semigroup may be used to im­
prove Corollary 1. 1. 

Corollary 1.3: Let:K C JC be a Hilbert cone. Let 
H be a self-adjoint operator acting in JC. Assume 
that there exists an eigenvalue Il of H with H ? Il. 
Assume that (H + C)-I is positivity preserving for all 
c with c + iJ. > O. Then (H + C)-I is positivity improv­
ing if and only if Il is an eigenvalue of multiplicity one 
and the corresponding eigenspace is spanned by a 
strictly positive vector. 

Proof: Since (H + c)-I is positivity preserving for 
all c suffiCiently positive, exp(- tH) is positivity pre­
serving for t ? 0, by Proposition 2. 

Assume iJ. satisfies the multiplicity condition. Then 
exp( - tH) is an ergodic semigroup, by Corollary 1. 2. 
Thus using Propositio:-, 3 we see that (H + C)-I is 
positivity improving. 

The other direction is a special case of Corollary 
1.1. 

4. PERTURBATION THEORY 

Theorem 2: Let:K C JC be a Hilbert cone. Let H 0 

be a self-adjoint operator acting in JC which is bound­
ed below. Let V be a self-adjoint operator which is 
relatively bounded with respect to H 0 with relative 
bound less than one. Set H = H 0 + V. Then H is a 
self-adjoint operator which is bounded below. Assume 
that (H 0 + c)-I is positivity preserving and ergodic 
for all c such that c + inf spectrum H 0 > O. Assume 
also that - V is positivity preserving, in the sense 
that it sends elements of :K which are in its domain 
into:K. Then (H + C)-1 is positivity preserving and 

ergodic for all c such that c + inf spectrum H > O. If 
(H 0 + c)-I is, in fact, positivity improving, then so is 
(H + C)-I. 

Proof: Let /) = inf spectrum H o' We consider real 
numbers c such that - c < v. Since V is relatively 
bounded with respect to H 0 with relative bound less 
than one, it follows that II V(H Q + c)-III < 1 for c suf­
fiCiently large. Hence (H + cri = (Ho + c)-IL;~o 
[- V(H 0 + c )-1 ] n converges for these c. Thus H is 
self-adjoint and bounded below. It also follows im­
mediately from this series representation that 
(H + c)-I is positivity preserving. 

Let Il = inf spectrum H. We now know that there 
exists a c with - c < iJ. and (H + c)-I positivity pre­
serving. Consider a d ~ c such that - d < Il. Then 
(c - d)(H + C)-1 has norm (c - d)(c + Il)-I < 1. So 
(H + d)-1 = (H + C)-IL;~O [(c - d)(H + c)-I]n is also 
positivity preserving. 

We next show that (H + C)-I is ergodic for c suffici­
ently large. In fact, we may write 

(H + C)-I = (Ho + C)-I + T, 

where T = - (H 0 + C)-I V(H + c)-I is positivity pre­
serving. Let u and v be nonzero vectors in:K. Then 
there exists n ? 0 with (u, (H 0 + c)-nv) > O. Since 
(H + c)-n= [(Ho + c)-I + T]n, we also have 
(u, (H + c)-nv) > O. [In case (H 0 + C)-I is positivity 
improving, we may take n = 1. Thus (H + c)-1 is also 
positivity improving.] 

Finally, we show that (H + d)-I is ergodic whenever 
- d < Il. In fact (H + d)-I = (H + C)-I + S, where S = 
(c - d)(H + d)-2. If d ~ c then S is positivity preserv­
ing. Since (H + C)-I is ergodic, (H + d)-I is also. 
r And if (H + C)-I is positivity improving, then so is 
(H + d)-I.] 

Remark: This theorem applies in particular when 
V is bounded, and the result is independent of the 
magnitude of the bound. For then II V(H 0 + c)-III ~ 
IIV IIII(H 0 + c)-III = IIV lI(v + c)-I < 1 for c sufficiently 
large. 

The follOwing theorem is an abstraction of results of 
Glimm and Jaffe2 and Segal. 7 

Theorem 3: Let:K C JC be a Hilbert cone. Let H 0 
be a self -adjoint operator acting in JC which is bound­
ed below. Let V be another self-adjoint operator 
stIch that H = H 0 + V is essentially self-adjoint on 
D = D(Ho) n D(V) and is bounded below. Assume also 
that the restriction of H 0 to D is essentially self­
adjoint. Let Vk = V when I V I ~ k, 0 otherwise. 
Assume that exp( - tHo) is a positivity preserving and 
ergodic semigroup. Assume also that exp(- tVk ) is 
positivity preserving for all t and all k. Assume 
finally that u ? 0, v? 0, (u, v) = 0 implies 
(exp(- tVk)u, v) = O. Then exp(- tH) is a positivity 
preserving and ergodic semigroup. 

Proof" Let Hk = Ho + Vi,. Then by the Trotter 
product formula,S exp(- tHk)u = lim[exp(- t/nHo) x 
exp(- t/nVk)]nu for u in JC as n ...., 00. Thus exp(- tH k) 
is positivity preserving. Now Vi,u -7 Vu for u in D, 
and D is a core for H. Thus exp(- tHk)u -7 exp(- tH)u 
for u in JC.9 Hence exp(- tH) is positivity preserving. 
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Let v '" 0, v ¢ O. Let Je(v) = {u '" 0: (u, exp(- tH)v) = 
o for all t '" O}. To show exp( - tH) is an ergodic 
semigroup it is sufficient to show that Je(v) = {OJ for 
all such v. 

First of all, note that Je(v) is a closed cone and that 
exp(- tH) leaves Je(v) invariant. But also exp(tv,,) 
leaves Je(v) invariant. For if u '" 0, v'" 0, and 
(u, exp(- tH)v) = 0, then by assumption (exp(tVk)u, 
exp(- tH)v) = O. Thus from exp[- t(H - Vk)]u = limn 
[exp(- t/nH) exp(t/nv,,)]nu, we see thatexp 
[- t(H - v,,)] leaves Je(v) invariant. But D is a core 
for H o, so exp[- t(H - Vk)]u -7 exp(- tHo)u. Thus 
exp( - tHo) leaves Je( v) invariant. In particular, if 
u E Je(v), then (exp(- tHo)u, v) = O. Thus u = 0, since 
exp(- tHo) is an ergodic semigroup. 

In applications of Theorems 2 and 3 it is not neces­
sary that H 0 has an eigenvalue. In fact it is often 
possible to see that exp(- tHo) and (Ho + C)-l are 
ergodic by inspection. 

As an example of this perturbation theory we may 
take the quantum mechanics of n nonrelativistic par­
ticles. This application has previously been consid­
ered by Simon and H¢egh-Krohn10 and the author.l1 
In this case JC = L2(R3n, dx) and :K is the cone of 
positive functions. We take Ho = - A; an explicit com­
putation shows that exp( - tHo) is convolution by a 
Gaussian for t > O. Thus exp(- tHo) is positivity im­
proving for t > O. It follows that (H 0 + c )-1 is posi­
tivity improving for all c > O. 

For the interaction term we take a real function V on 
R3n which is a finite sum of functions Va of the form 
Va (xl, ••• , x n) = Wa(zl), where the coordinates zl, ••• , 
zn are related to xl' ••. , X n by an affine transforma­
tion. The function Wa is required to be in LP(R3) for 
some p with 2 .;; P .;; 00. It is known that in this case V 
is relatively bounded with respect to H 0 with relative 
bound zero. S ,12 

Set H = H 0 + V. If V is bounded above, then there 
exists a constant b such that H - b = H 0 + (V - b) 
and V - b is negative. Thus we may apply Theorem 2 
and conclude that if H has a ground state, it is unique. 
This argument would generalize easily to perturba­
tions which are given by an integral operator with 
negative kernel. In order to remove the restriction 
that V is bounded above, we may use Theorem 3 in 
place of Theorem 2. However, this argument would 
not generalize to perturbations given by integral 
operators. 

5. THE SEGAL REPRESENTATION OF THE ANTI-
COMMUTATION RELATIONS 

In the application of the Perron-Frobenius theory to 
quantum field theory,2,7,10 the natural representation 
of the boson Fock space is the L2 representation in 
which the field operators are multiplication operators. 
The cone is then taken to be the cone of positive func­
tions in L2. For the fermion case the situation is not 
so simple; the fermion field operators do not commute. 
However Sega14 bas given a representation of the 
Fock space for a fermion system in which the field 
operators become left multiplication operators on a 
Clifford algebra. This turns out to be the natural 
analog of the boson representation. 

Let E be a complex Hilbert space. The C* -algebra of 
the canonical anticommutation relations is the C*-
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algebra generated by elements 1 and A(x), X E E,with 
the relations 

and 
A(x)A(y) + A(y)A(x) = 0 

A(x)A(y)* + A(y)*A(x) = (x,y). 

Here A(y)* depends linearly on y E E. [The inner 
product is taken to be linear in the right factor. Thus 
A(x) is conjugate linear in x.] 

The norm on a C * -algebra is uniquely determined: 
The norm of an element u is the spectral radius of 
(u*u)1/2. The C*-algebra of the anticommutation re­
lations is discussed in detail by Shale and Stine­
spring. 13 

Let J: E -7 E be a conjugation. Write Q(x) = A(Jx) + 
A(x)* and iP(x) = A(Jx) -A(x)*. Then 

Q(x)Q(y) + Q(y)Q(x) =2(x,y), 

Q(x)P(y) + P(y)Q(x) = 0, 

P(x)P(y) + P(y)P(x) = 2(x, y), 

where (x,y) = (Jx,y). AlsoQ(x)* = Q(Jx) andP(x)* = 
P(Jx). Thus the C*-algebra of the anticommutation 
relations may also be viewed as the Clifford algebra 
e(E EB E) generated by the Q(x) and P(y). (In Shale 
and Stinespring's treatment1 3 the algebra is taken as 
the Clifford algebra over the real subspace of E EB E 
defined by J. Their conjugation A is not J; it is the 
one reversing the roles of Q and P.) 

Let e1,e2,e3,'" be an orthonormal basis of E con­
sisting of real elements. LetQ(i) = Q(ei ) and P(j) = 
P(e .). The anticommutation relations then read 
Q(i)Q(l) + Q(l)Q(i) = 2 Oil , etc. The Clifford algebra 
e(E EB E) is generated by 1 and the self-adjoint ele­
ments Q(i) and P(j). 

For the construction of the Segal representation we 
need some facts about states on C*-algebras. Let (t 

be a C*-algebra with identity. If u E (t, u is said to 
be positive if there exists v in (t with u = v*v. Though 
it is not obvious from this definition, the positive ele­
ments of (t form a cone. 14 A linear form w on (t is 
called positive if u '" 0 implies w(u) '" O. A state on (t 

is a positive linear form such that w( 1) = 1. A state 
is called a central state (or trace state) if w(uv) = 
w(vu) for all u, v E (t. A central state is called faith­
ful if u '" 0, w(u) = 0 implies u = O. 

There is a standard way of representing an algebra by 
linear transformations, which applies in particular to 
the case of a C * -algebra (t. If u E (t, define the linear 
transformation Lu: (t -7 a by Lu v = uv. Similarly, de­
fine Ru: a -7 a by Ruv = vu. Let w be a state on a and 
consider the form (u, v) = w(u*v). Then the adjoint­
ness relation (Luv, w) = (v, Lu *w) is valid. The cor­
responding statement for Ru is false in general. Butif 
w is a central state, then (Ruv, w) = (v,Ru *w) holds. 

If we write Ilvll~ = (v, v), then IILuvl12 .;; Ilu11 00 11v1l2' 
where II u 1100 is the norm in the C * -algebra a. [In fact, 
w(v*u*uv).;; w(v*llull;,v) = Ilull;'w(v*v).] If w is cen­
tral then we also have IIRuvI12';; Ilu11 00 11v112' 

We apply this construction to the Clifford algebra 
e(E) generated by 1 and the Q(x), x E E. [This alge­
bra is in fact generated by 1 and the Q(i).] 

Proposition 413: If the dimension of E is even or 
infinite, there is a unique central state w on e(E). 
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It is not difficult to see why this is so. Consider the 
elements Q(J) = Q(i1 )·· 'Q(ik ) of e(E), where 1= 
(iv "" i k ) and i 1 < ... < i k • The convention here is 
that Q( ¢) = 1, where ¢ is the empty sequence of in­
tegers. It is enough to show that W is determined on 
the Q(J). Of course w(Q( ¢» = w(1) = 1. 

IT I;" ¢, let I' = (i2 , ••• , ik ). IT k is even, then Q(J)= 
Q(i1)Q(1') = - Q(J')Q(i1 ). Since w is central, w(Q(J» 
= O. IT k is odd, and the dimension of E is even or 
infinite, there exists an index j which does not belong 
to I. Then Q(J) = - Q(j)Q(J)Q(j). Since w is central, 
again w(Q (1» = O. From this we see that if u = :Ecl 
Q(J), then w(u) =:: ccp' It follows easily that w(u*u) =:: 

:El lc l 1
2 ~ O. 

Definition 5: The principal automorphism of e(E) 
is the unique automorphism B such that BQ(x) = 
Q(- x). 

The automorphism B is + 1 on the even elements and 
- 1 on the odd elements of the algebra. Clearly B2 =:: 

1. 

From now on we assume that the dimension of E is 
even or infinite. Let w be the central state of e(E). 
Define the inner product (u, v) = w(u*v) on e(E). Let 
'W be the Hilbert space which is the completion of 
e(E) with respect to this inner product. The opera­
tors Lu and Ru[u E e(E)] extend to this completion. 

The principal automorphism B leaves w invariant. 
Thus B extends to a unitary transformation B: 'W ---) 
'W. Since B* = B-1 = B, B is also self-adjoint. 

Definition 6: The Segal representation 1T of 
e(E Ell E) is the representation by operators on the 
Hilbert space 'W [the completion of e(E) given by the 
central state w] determined by 

1T(Q (x» = LQ(x) 
and 

1T(P(X» = iRQ(x)B. 

Note that BLQ(x) =:: - LQ(x)B, BRQ(x) =:: -RQ(x)B, and 
B2 = 1, so this is indeed a representation. Since also 
B = B*, it is in fact a * representation. 

Proposition 5: The Segal representation is uni­
tarily equivalent to the Fock representation. 

Proof: Let no E'W be the element 1. Let Wo be 
the state of e(E Ell E) defined by wo(u) = (no, 1T(U}nO) • 
We use the identities (valid for x real) A *(x)A(x) = 
H IIx 112 - iP(x)Q (x)] and Q (x)2 = IIx 112 to evaluate 
w9(A *(x)A(x». We obtain Wo (A *(x)A(x» =:: (no, 1T(A *(x) 
A{x»no> = ~w(llxI12 _Q(x)2) = O. Thus, by a theorem 
of Shale and Stinespring,13 Wo is the Fock vacuum 
state of the canonical anticommutation relations. 

6. THE GROSS CONE 

The Segal representation allows us to exhibit a cer­
tain cone, one which is not a cone of positive functions. 
The discovery of Gross was that this cone may be 
used to obtain spectral properties of operators acting 
in the fermion Fock space. 

Let a be a C * -algebra with identity and let w be a 
faithful central state on a. Define the inner product 
(u, v) =:: w(u*v) on a. Let'W be the Hilbert space 

which is the completion of a with respect to this 
inner product. 

Since w is central, (u*, v*) = w(uv*) = w(v*u) = 
(v, u). Thus the adjoint * is anti -unitary and extends 
to a conjugation on 'W. 

Let JC be the real subspace of 'W corresponding to 
this conjugation. Then JC is the closure of the self­
adjoint elements of the C*-algebra a. 

Definition 7: Let a be a C*-algebra with identity, 
and let w be a faithful central state on a. Let JC be 
the associated real Hilbert space. The positive cone 
X C JC is the closure of the cone of positive elements 
of a. 
In the case where a is the C*-algebra of the canoni­
cal anticommutation relations, we will call X the 
Gross cone. 

Proposition 6: Let a be a C*-algeb:r:a with iden­
tity, and let w be a faithful central state on a. Let JC 
be the associated real Hilbert space and let X C JC 
be the positive cone. Then X is a Hilbert cone. 

Proof: We must show that properties (5) and (6) 
of the definition of a Hilbert cone are satisfied. 

Property (5) states that if u E X, V E X, then (u, v) ~ 
O. This is obvious if u, v E a, since then the centrality 
of w implies that (u, v) = w(uv) =:: w(v1/ 2 uv1/ 2) ~ O. 
The result extends by continuity to all u, v E X. 

Property (6) is the decomposition property. It is 
known14 that if u is a self-adjoint element of a C*­
algebra a, then there are positive elements u· and u­
in a with u = u+ - u- and u+u- = O. We set lul= u+ + 
U-. 

Lemma 1: w(uv).s w( I u II v I), for all self-adjoint 
elements u, v E a. 

Proof: Set u = pq and v = rs, where lu I = p2 =:: q2 
and Ivl = r2 = s2. Then 

w(uv) = w(pqrs) = w(spqr) 

.s w(Pssp)1/2 w(rqqr)1/2 = w(p2 s2)1/2 w(q 2r 2)1/2 

= w( I u I I v I ). 

Lemma 2: Set Ilu II~ = w(u2). Then Illu I - I v 1112 .s 
Ilu - vl12 for all self-adjoint elements u, v E a. 

Proof: This follows immediately from Lemma 1. 

Thus we have shown that lu I depends continuously on 
u in the Hilbert space sense. It follows that u· and u­
depend continuously on u. Thus the decomposition 
property extends from the space of self-adjoint ele­
ments of a to its closure X. 

Proposition 7: The vector 1 is strictly positive. 

Proof 15: Consider a vector u ~ 0 such that (u, 1) 
=:: O. We must show that U = O. 

Since u E X, U ~ 0, there exists a sequence of u E a 
with un ~ 0 such that un ---) u. We have (un, u m ) ~ 
w(unu m ) =:: w(u;{2u nu;{2)::s lIunll""w(u m ) = Ilunll"" 

(u m , 1). Fix n and let m ---) 00. We see that (un' u) ::s O. 
Now let n ---) 00. It follows that (u,u)::s 0, so u = O. 
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7. A CLASS OF FERMION INTERACTIONS 

In quantum field theory a system is described by a 
Hamiltonian H = H 0 + V, where H 0 is the kinetic 
energy of the particles that are present, and V is an 
operator which creates or destroys particles. In the 
case when the particles are fermions, the creation 
and destruction operators obey the canonical anti­
commutation relations. 

The operator H 0 may be characterized as follows. 
Let (t be the C*-algebra of the anticommutation re­
lations [generated by 1 and the A(x), x E E] repre­
sented by operators on the Hilbert space W. Assume 
the representation is unitarily equivalent to the Fock 
representation. Let no E W be the Fock vacuum. If 
J.I is a self-adjoint operator acting in E, then there is a 
unique self-adjoint operator Ho acting in W such that 
exp(itHo)A(x)* exp(- itHo) = A (exp(itll)x) * and Hono 
= O. If J.I is positive, then so is H o. 

One important example is when J.I has discrete spec­
trum. Letll=~k j.lkXk <xkl,wherefor eachk Ilk is 
a real number and x k < X k I is the projection onto the 
space spanned by the vector x k E E. (The x k are 
taken to be orthogonal.) Then the corresponding H 0 is 
given explicitly by Ho = ~kPkA(k)~A(k). [In this equa­
tion and in the following we write A(k) for A(x k)' 
Similarly we will write Q(k) for Q(xk) and P(k) for 
P(x k).] 

Proposition 83: Let J: E ~ E be a conjugation. 
Let 11 be a positive self-adjoint operator acting in E 
which is real (that is, commutes with J). Assume that 
zero is not an eigenvalue of p. Let Ho be the corres­
ponding self-adjoint operator acting in W. Then 
exp(- tHo), t ~ 0 preserves the Gross cone and is an 
ergodic semigroup. 

It follows from this proposition that (H 0 + c)-1 is 
positivity improving when c > O. 

The first part of Proposition 8 is easy to verify ex­
plicitly when J.I has discrete spectrum. In that case 
exp(- tHo) = TIk exp[- tj.lkA(k)* A(k)]. It is thus suf­
ficient to show that exp[ - tN(k)] is positivity preserv­
ing, where N(k) = A(k)*A(k). Since N(k)2 = N(k), we 
may evaluate exp[- tN(k)] = 1 + [exp(- t) - 1] N(k). 
But N(k) = A(k)*A(k) = -HI + iQ(k)P(k)]. Thus in the 
Segal representation 

exp[ - tN(k)] u = u + [exp(- t) - 1 ]~[u - Q(k)(Bu)Q(k)] 

= ~[1 + exp(- t)]u + ~[1 - exp(- t)]Q(k)(Bu)Q(k). 

From this expression it is evident that if u ;. 0, then 
exp[ - tN(k)]u ~ O. The general case follows by an 
approximation argument. 3 

The second part of Proposition 8 follows from Corol-

1 T. Kato, Perturbation Theory for Linear Operators (Springer, 
Berlin, 1966), p. 95. 

2 J. Glimm and A. Jaffe, Ann. Math. 91,362 (1970). 
3 L. Gross, J. Functional Anal. 10, 52 (1972). 
4 I. E. Segal, Ann. Math. 63,160 (1956). 
5 M. H. Stone, Linear Transformations in Hilbert Space (Amer. 

Math. Soc., New York, 1932), Chap. IX, Sec. 2. 
6 H. H. Schaefer, Topological Vector SPaces (Macmillan, New York, 

1966), p. 270. 
7 I. E. Segal, Bull. Amer. Math. Soc. 75,1390 (1969). 
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lary 1. 2. In fact, since zero is not an eigenvalue of j.l, 

it follows that zero is an eigenvalue of Hoof multi­
plicity one with eigenvector no. In the Segal repre­
sentation, no = 1. But 1 is a strictly positive vector, 
by Proposition 7. So exp(- tHo) is an ergodic semi­
group. 

Theorem 4: Let (t be the C*-algebra of the anti­
commutation relations in the Segal representation by 
operators on the Hilbert space W. Let JC be the real 
subspace of'W and let Je c JC be the Gross cone. 

Let u be a self-adjoint element of (t and let V = 
- L uRu. Set H = H 0 + V. Then if H ;. ~ and Hn = ~n, 
n ~ 0, then some complex multiple of n is strictly 
positive and ~ is an eigenvalue of multiplicity one. 

Proof: Since (H 0 + C)-1 is positivity improving and 
- V is positiVity preserving, it follows that (H + c)-I 
is positivity improVing for c sufficiently large. Thus 
~ is an eigenvalue of multiplicity one and the corres­
ponding eigenspace is spanned by a strictly positive 
vector. 

In the work of Gross3 a Similar result is obtained for 
V of the form V = Lu + Ru, u = u *. In applications 
these results state that the ground state for a fermion 
system described in Fock space in unique. In the 
case of an interaction V which leaves unchanged the 
number of particles the ground state of H = H 0 + V 
would be the no-particle state no' (The Hamiltonian 
H restricted to an n-particle space may well have a 
degenerate ground state!) Thus these results are 
Significant only when the interaction creates or de­
stroys particles. 

It is thus fortunate that the interactions considered 
here may create and destroy particles. For example, 
let x k be mutually orthogonal real unit vectors in E, 
and set u = ai Q(x 1 )Q(x2) + b, where a and b are real 
numbers. We shall see that the operator V = - Lu Ru 
contains pair creation and annihilation terms. 

In the Segal representation Q(k) is represented by 
LQ(k) and P(k) is represented by iRQ(k)B. [Here again 
we write Q(k) for Q(xk), etc.] Thus Lu represents 
aiQ(1)Q(2) + b, andRu represents aiP(2)P(1) + b. So 
V = - LuRu represents 

a2Q(1)Q(2)P(1)P(2) - iab[Q(1)Q(2) + P(2)P(1)] - b2 

= a2 [2A(2)*A(2) - 1][2A(I)*A(1) - 1] 

- 2iab[A(I)*A(2)* + A(I)A(2)] - b2• 

Notice that the pair creation and annihilation terms 
are the same as those arising in quantum field theory. 
In fact, Gross was able to apply his theory to the 
Hamiltonian H = Ho + ~i[A(1)*A(2)* + A(1)A(2)] and 
derive a uniqueness result for a field theory Hamil­
tonian with cutoffs but for arbitrary coupling con­
stant ~. 

8 E. Nelson, J. Math. Phys. 5, 332 (1964), Appendix 2. 
9 Reference 1, pp. 429, 502. 
10 B. Simon and R. Hl<legh-Krohn, J. Functional Anal. 9,121 (1972). 
11 N. Ba21ey and B. Zwahlen, Manuscripta Math. 2,365 (1970). 
12 Reference 1, p. 303. 
13 D. Shale and W. F. Stinespring, Ann. Math. 80,365 (1964). 
14 J. Dixmier, Les C' -algebres et leurs representations (Gauthier­
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A mathematical method for approximating the solutions of the one-dimensional Schriidinger equation is sug­
gested which leads to a classification scheme identical to that of" classical turning points." In this paper prob­
lems with at most two classical turning points are studied. Physical examples are chosen in such a way as to 
clarify especially the role of complex conjugate turning points and of others which do not belong to the physical 
region of the position variable. It is shown that, in general, those turning points must be taken into account and 
can be neglected only if their distances from the physical region of the poSition variable, as measured in units 
of a local wavelength, is large. The problem with three classical turning points, which turns out to be of special 
importance for intermolecular and internuclear forces will be treated in a later paper. 

1. GENERAL PROBLEM 

The solutions of the one-dimensional SchrOdinger 
equation 

d
2

1/J + K2(Ot/J = ° K2(~) = E - Veff (~) (1) 
d~2 ' 

shall be approximated by functions of the form 

~ (dX) -1/2 v(~) = d[ vex), x = x(~), (2) 

where the position variable is called ~. It is the pur­
pose of the approximation method to construct v (x) as 
a solution to another differential equation 

(3) 

with appropriately chosen functions PI (x), P2 (x). Upon 
inserting (2), (3) transforms into 

d2~ + [(dX)2 PI (x) + (dX)2 P2 (x) + i (x; OJ V = 0 
d~ d~ d~ (3a) 

which can directly be compared with (1). The term 

(x. ) = _ 2 (dX) 1/2 ~r(dX) -1/2J 
,~ d~ d~2~ d~ ~) 

is called a Schwarz derivative and tends to infinity as 
(dx/d~) tends to zero. In order to get suitable approx­
imations, the following requirements are imposed: 

(a) (3) should be exactly solvable; 

(b) (:;)2 Pl(X) =K2(~); 

(c) (~;r P2(x) + i(x; 0 should be free of poles in~. 
These will be discussed in the following. First of aU 
the zeros of K2(O, which from now on are called clas­
sical turning points (or simpler turning points) and 
the choice of PI (x) determine the zeros of (dx /d~) 
[see requirement (b)] which lead to poles of the 
Schwarz derivative. The choice of P1 (x) moreover 
defines, through requirement (b), the variable x in 
te rms of ~. The function P 2 (x) should then be chosen 
so as to fulfill requirements (c) and (a). The approxi­
mation method will first be tested on problems with 
0,1, or 2 turning points. 

2. PROBLEMS WITH 0 AND 1 CLASSICAL 
TURNING POINTS 

All requirements (a), (b), (c) can be satisfied by 
chOOSing 

P1(X) == 1, 

P2(x) == 0, 

x =.kg 
K(s)ds, 

o 

or P2(x) = [(0'2 + 40')/4(0' + 2)2] (1/x2). 

1291 

a == order of the zero of K2(~) 

for problems with, respectively, no (or one, located at 
~o) classical turning point. The differential equation 
(3) in this case has no (or one, located at x = 0) regu­
lar Singular point and one irregular singular point at 
x == 00. The approximation equation (2) becomes iden­
tical to the WKB-approximation in the first case (no 
classical turning point) and to Langer's extension in 
the second case (one classical turning point of order 
a). These approximations will not be discussed 
further in this context because they have been treated 
extensively in the literature (see,for ex., Refs. 1-3). 

3. PROBLEMS WITH CLASSICAL TURNING POINTS 
AT ~1 AND ~2 

Accepting the form 

P2(X) == (1 - /12 - c2 )/4x2 (5) 

for P2 (x) and choosing 

PI (x) == 1 + (2iK/X) + (c 2/4x2), (6) 

Eq. (3) becomes the most general differential equation 
with one regular Singular point at x == 0 and one irre­
gular singular point at x == 00: 

d
2v + (1 + 2iK + 1 - /1

2 )v == ° (7) 
dx2 x 4x2 

which explicitly satisfies requirement (a). 

The constants are chosen so as to make this equation 
identical with Kummer's equation as given in Ref. 4. 
The case of a Single second-order zero of K2(O (a = 
2), that is, two coinciding turning points, can be ob­
tained again by chOOSing 

K == c == 0, X(~I) == x(g2) == 0, 

/12 == t 
For the case of two turning points it is, therefore, 
tempting to try now the ansatz 

K'" 0, c == 0, 

which, through requirement (b), would satisfy reqUire­
ment (c) as can be seen from the fact, that the only 
zero of (dx/d~) and, therefore, the only pole of the 
term i ( x; ~) is located at x == 0, cancelling the pole 
of (dx/d~)2 P2 (x). It is not yet proved, that the values 
x(~ 1)' x(g2) as fixed by Eq. (8) coincide with the values 
xal),x(~2) as fixed by the function xa), which again 
is determined by PI (x) through requirement (b) [see 
also Eq. (17) below). 
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The mathematical goal, stated by (a)-(c) would thus 
be reached for this case too, if the above formulas 
could be made compatible with (b). That this is pos­
sible will be shown by working out physical examples. 
These will be chosen so as to get further inSight into 
the physical content of the aforementioned concepts 
and the usefulness of the approximation method. 

First, for the special cases V(r) == 0 and V(r) == 
const/r, 1 "" 0 (both problem with exactly two turning 
points if 1 "" 0), requirements (a)- (c) could be fulfilled 
and would lead to the exact solution of the correspond­
ing radial Schrodinger equations by simply taking 
c "" O. However, in order to calculate the harmonic 
oscillator exactly (also a problem with exactly two 
classical turning points), energies of bound states, the 
penetration through potential barriers and the exam­
ple below approximately, we shall use Eqs. (8). In all 
these cases it is necessary to fix the branch of the 
multivalued function K(/J which shall be done by tak-
ing 

- ~ 1T} {~ > ~2 arg K(O == 1 for 
+2 1T ~<~1 

for the case of Fig. 1 (energies of bound states). 

In a similar manner we take 

O} f; > ~2 arg K(~) == for) , 
1T ~~ < h 

E,,; V max 

(9) 

(10) 

for the case of Fig. 2 (penetration through potential 
barriers). The last formula is valid for the case 
E ,,; V max only, which guarantees real classical turn­
ing points. 

The opposite case E > V max leads to complex conju­
gate turning points and brings in a new difficulty 
which will first be discussed by specializing K2(~) 
to be 

K2(~) == <p(~ - h) .(~ -~2) 
== <P • m - ~)2 + (; - ~)(2~ - h - ~2) 

+ ([ - h)(~ - ~2)] (11) 

V(~) 

E ----'\]A --
, , , 

K2(~) :' : , , , , , 

V(~) 

vmax----~ 

E --i-"ti----~ 
~1:~' ~2: 

~2 

FIG. 1. Energies of bound states. 

FIG. 2. Penetration through 
potential barriers. 
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with constant (or slowly varying) <p and an arbitrary 
constant~. The functionK(~) then has a branch cut in 
the complex ~ plane running from ~ 1 to ~ 2' Require­
ment (b), 

(~;t (1 + ~K) == K2(~), 
can then be satisfied by chOOSing 

X==trcp(~_~)2, 

2iK == ~ -I(f (~ - ~1)(~ - ~2)' 

~ - t (~1 + ~2) = ± O. 

(12) 

(13) 

(14) 

Equations (12) and (13) automatically satisfy x(h) == 
x(~2) == - 2iK [see Eqs. (8)]. A distinction has been 
made in Eq. (14) which is relevant for complex conju­
gate turning points only, that is, for E> Vmax• The 
new situation can be studied by taking 

-t 1Tt {;- ~(~1 + ~2) = + 0 
arg(~ - ~1) = 3 (for 1 ; 

+ '21T) ; - '2(~1 + ~2) = - 0 

(15 ) 

which leads to the following choice of signs of KW on 
the two rims of its cut: 

Ol {~ - t (h + ~2) = + 0 
argK (~) == (for 1 , E> Vmax 

1TJ ~-d~1+~2)==-0 
(10') 

instead of (10). Since K is defined in terms of ; which 
according to Eq. (14) may be situated on either Side 
of the cut, it seems quite natural to now choose the 
upper or lower sign in Eq. (14) according to whether 
K is inserted into a wavefunction with coordinate ~ on 
the right or on the left side of the cut, respectively. 

Summing up, (9), (10), and (10') finally lead to the 
assignments 

K == f e-
i7r

/
2 I K I for a wave with 

( e(3!2)i7r I K I 

K == e i7r / 2 IKI if E ~ V;nax 

{~> !(~1 + ~2)t 
~ < '2 (~1 + ~2)S 

(16) 

which, together with (10') remain valid also in the 
general case where <p is allowed to be any regular 
function of ~ without zeros. Formula (12) then be­
comes a special case of the integrated form of re­
quirement (b), 

fo" [1 + (2iK/U»)1/2 du == (x2 + 2iKX)1/2 

+ iK In (1 + {[x +(x2 + 2iKX)1I2]/iK})==N K(s)ds, 
(17) 

where the multivalued functions are fixed according 
to (9), (10), (10') and 

In(e ia ) == ia, .Je ia == e i a/2. (18) 

The generalization of (13) can be obtained by insert-
ing 

(19) 

into (17). This remains true in the case E > V;nax 

only if K appears in a wavefunction with ~ > t (h + ~2) 
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otherwise Eq. (19) should be replaced by 

x(h) = e- i1T (2iK), x(~2) = e i1T (2iK). (20) 

None of the formulas (19), (20) therefore contradict 
requirement (b). They also check with Eqs. (8), even 
in the general case, and, therefore, automatically 
satisfy requirement (c). Inserting either one of them, 
(17) finally lead to 

I K I =;- 11/1 1 K(s) Idsl=;- 11/2 1 K(s) Idsl 
_\ J.~z _1_ ds \ (21) 
- ~1 I ;\.(s) I 

which should be read in connection with (16). The 
constant I'K I can thus be interpreted as a distance 
between the two classical turning points, measured in 
units of an "effective wavelength" which itself depends 
on ~. 
Arguments quite analogous to these given in Sec. 4 
(see the following example) now lead to the well-known 
transmission coefficient 

D = [1 + exp ~ 21 ~:21 K(s) Ids 1)]-1 for E ~ Vrnax 

and to a formula for energies of bound states 

~~ K(s)ds = H(n + !), n = 0,1,2, ... , 
1 

which can also be inferred from Langer's method. 
Inspite of the fact that new aspects of these approxi­
mations could be obtained (based on the new mathe­
matical method used here), they will not be discussed 
further in this context. 

As a preliminary result, it can be stated that there 
are "classical turning points" which are not contained 
in the physical region of ~ and which nevertheless 
play an important role for the above approximation 
method. In order to discuss this point further, 
another problem with two classical turning points 
will be examined. 

4. s-WAVE SCATTEmNG FROM REPULSIVE 
POTENTIALS WITH ZERO SLOPE AT THE 
OmGIN 

For the function now required 

K2(r) = 2m/n2[E - VCr)], E> 0, 

a figure can be drawn which agrees with the right 
side of Fig. 2, the physical region r ~ 0 correspond­
ing to the region ~ 2: ~ in Fig. 2. At first sight there 
seems to be no reason for taking into account the 
region ~ < ~ too, corresponding to the "unphysical" 
region r < O. Remembering that there is a classical 
turning point in this region it nevertheless seems 
tempting to use the above formulas, valid for prob­
lems with exactly two turning points. A full justifica-

£+(K)exact 

£+(K)WKB 

I 

tion for doing so will be given by the discussion be­
low. 

In order to get the regular wavefunction from the 
general solution 

vCr) = (~xt1/2 [A WK,1/4 (2ix) + BW-K,1!4 (2ixe- i1T )] 

~ (22) 

which can be inferred from Eqs. (2) and (7), the con­
stants A, B must be chosen so as to get 

v (0) = 0, :: (0) = 1. (23) 

From the asymptotic expansion 

vCr) ~ (1/2ik)[£_ (k) e ikr - £+(k)e- ikr ], (24) 

one may then read off the Jost function 

(25) 

which can be used to get the s - wave phase shift 6 (k). 
[We are using Jost functions with the phase conven­
tion of Newton (see Ref. 5)]. The relevant calculations 
are made in the Appendix which lead to 

In this result, we have denoted by 

£+(k)WKB = I£+(k) WKB 1 exp [- i6 (k)WKB] 

= lim (K(00)/K(0»l/2 

(26) 

R->OO 

X exp[- i(ff K(s)ds - K(OO)R)] (27) 

the Jost function [and by 6(k)WKB the corresponding 
s-wave phase shift] which is obtained in the WKB 
approximation for E> Vrnax and from Langer's exten­
sion for E < Vrnax • 

As a special result it turns out that the difference 
6(k) - 6(k)WKB, which can be inferred from (26) is a 
function of K only (independently of other characteris­
tics of the potential and in contrast to the following 
example) and tends to zero as I K 1 ---7 00. -

The phase 6 (k) WKB does not take into account the turn­
ing point (s) outside the physical region of the coordi­
nate. Interpreting the above result we may say that 
the turning points lying in the unphysical region of the 
position variable can be neglected if their" distance" 
to the physical region of the position variable be­
comes large. 

It is interesting to test Eq. (26) on the special example 

VCr) = (1i2/2m) [a 2 (t + b2)/cosh2ar], G, b = const, 
(28) 

which can be solved exactly (Ref. 6). The Jost func­
tion in this case. 

= .f2ii exp[- !i(b - .J"f+b2) - K](K),,+1/4 .f2ii exp[!i(b +.Jf+1i2) - K]· [e+1I'/2.J"[+b2 + K] -i-l(1/4)+b 2 +1<+(1/4) 

r[~ + K + !i(b -.J~ + b2)] r[i + K - i i (b + .Ji + b2)] 

r(2K - i.Ji + b 2) x -
../2ii exp [i.J i + b2 - 2K] . [2K + e-t1T/ 2 .J i + b2)2 K-i /1l/4)+b 2 -1l/2) 

(29a) 

iK = (k/a)- .Ji+ b2 (29b) 

J. Math. Phys., Vol. 13, No.8, August 1972 
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contains terms which depend on K and on the potential 
characteristic b. It is thus difficult to compare with 
the apprOximation formula (26). 

However, until now, we have not taken into account the 
fact that besides the classical turning points 

r 1/2 = ± r 0, 

which are real for E:5 Vmax , there are infinitely 
many others, located at 

(30) 

(31) 

which are always complex for real 0' (these come in 
through the periodicity of coshO'r). Therefore, 
strictly speaking, the potential (28) cannot be used as 
an example for problems with exactly two classical 
turning points. 

Still, remembering the above result, we may try to 
eliminate the influence of the additional turning 
points. It is easy to see that their distance d to the 
physical region of the position variable tends to in­
finity if 10' I tends to zero. However, in order to keep 
K fixed we then must choose b appropriately, namely 
b2 » i [see Eq. (29b». In this way, the special exam­
ple (28) should reduce to a problem with exactly two 
turning points. This is confirmed by the fact that the 
exact formula (29) tends to the approximation formu­
la (26) if b tends to infinity (for b » ~ we can insert 
the asymptotic formula for the r-function). 

as regular solution. The Jost function (26) can be 
read off by inserting the asymptotic expansion of the 
Whittaker function for the special case of Eqs. (10), 
(10') . 

WK,l/4(2ix) "" (ei'ITK)K eXP(-ig K(S)dS) J (A3) 
r-'t($) 

"W... K ,1/4(2ixe-i'IT) "" e i1TK (Ke i 'lTj-K exp(ig K(S)dS) (A4)' 

Here, the asymptotic expansions 
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To sum up, suitable approximation formulas for solu­
tions of the one-dimensional Schrodinger equation 
can be obtained by taking into account only those 
classical turning points which are located "nearest" 
to the physical region of the coordinate variable. 
This general statement shall be further discussed in 
later publications, where problems with more than 
two turning points will be treated. 

APPENDIX 

The relation 

r (1 ~ 11 K)r(l- ll) WK
,fl/2(x) _ e'fi(1f/2)(l-fl) 

x r(l ~ 11 + K)r(l f..L)lV...Q/2(xeH'IT) 

= _ _ 1T_ X (1+fl)/2 [r(~(1 + 11) - K)r(l -11) 

sin1T1l r(1(1- 11) K)r(l + 11) 

_ e T i71/2. rH(1 + 11) + K)r (1 1111 
r(~(l - 11) + K)r (1 + Il)J (AI) 

valid for Ixl -7 0, can be inferred from Buchholz (Ref. 
4). Together with 

X1/2(~) = ~(2iK)-1/2 'K(O)' ~ for ~ -7 ~ = O. 

which can be inferred from Eq. (17), requirement (23) 
leads to 

(A2) 

(2ix)'l'Ke±ix "" (Ke i1T )"'K exp (± iIi K(S)dS), ~ -7 ($), 

(A5) 

which too can be taken from Eq. (17) has been used. 

ACKNOWLEDGMENT 

I especially thank Dr. M. Stingl for discussions and 
suggestions improving the paper. 

Tracts in Natural Philosophy, Vol. 15 (Springer-Verlag, Berlin, 
1969). 

5 R. G. Newton, Scattering Theory oj Waves and Particles (McGraw­
Hill, New York, 1966), pp. 330, 340. 

6 Fliigge, Marschall, Rechenmethoden der Quantentheorie (Springer­
Verlag, Berlin,1952), Part I, p.122. 


	JMP, Volume 13, Issue 08, Page 1085
	JMP, Volume 13, Issue 08, Page 1099
	JMP, Volume 13, Issue 08, Page 1108
	JMP, Volume 13, Issue 08, Page 1112
	JMP, Volume 13, Issue 08, Page 1114
	JMP, Volume 13, Issue 08, Page 1118
	JMP, Volume 13, Issue 08, Page 1119
	JMP, Volume 13, Issue 08, Page 1126
	JMP, Volume 13, Issue 08, Page 1130
	JMP, Volume 13, Issue 08, Page 1136
	JMP, Volume 13, Issue 08, Page 1139
	JMP, Volume 13, Issue 08, Page 1145
	JMP, Volume 13, Issue 08, Page 1146
	JMP, Volume 13, Issue 08, Page 1151
	JMP, Volume 13, Issue 08, Page 1163
	JMP, Volume 13, Issue 08, Page 1165
	JMP, Volume 13, Issue 08, Page 1168
	JMP, Volume 13, Issue 08, Page 1176
	JMP, Volume 13, Issue 08, Page 1185
	JMP, Volume 13, Issue 08, Page 1189
	JMP, Volume 13, Issue 08, Page 1193
	JMP, Volume 13, Issue 08, Page 1196
	JMP, Volume 13, Issue 08, Page 1207
	JMP, Volume 13, Issue 08, Page 1218
	JMP, Volume 13, Issue 08, Page 1224
	JMP, Volume 13, Issue 08, Page 1236
	JMP, Volume 13, Issue 08, Page 1243
	JMP, Volume 13, Issue 08, Page 1253
	JMP, Volume 13, Issue 08, Page 1259
	JMP, Volume 13, Issue 08, Page 1268
	JMP, Volume 13, Issue 08, Page 1285
	JMP, Volume 13, Issue 08, Page 1291

